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The future of data dissemination

The future of data
dissemination
Report on a symposium

The revolution in information
technology has radically

altered people’s requirements for
information – not just its content,
but its format and speed of deliv-
ery. Naturally enough, statistical
agencies have been greatly
affected by those changed expecta-
tions.

Statistics Canada hosted its 12th
annual International Symposium
on Methodology Issues, November
1 to 3, 1995. Speakers addressed
numerous issues related to provid-
ing information from many sources
of statistical data. The three days
offered an opportunity for discus-
sion among the professionals who
make, shape, analyze, store, sell or
otherwise use statistics.

This report provides brief sum-
maries of selected speakers’ re-
marks about the analysis and
dissemination of information: the
type of integrated data needed now,
the response of statistical agencies
to user demands, and the effect of
information technology on the dis-
tribution of data. All presentations
made will be published in the sym-
posium’s formal proceedings.
(Ordering information follows this
report.)

Part 1: The future of
statistical data

Peter Hicks, Head,
OECD project on policy implica-
tions of aging societies

Introducing  the keynote address
on “the role of statistics in making
social policy,” Mr. Hicks observed
that there is a radical worldwide
shift in social policy from an ideo-
logical to an empirical basis. This
new social policy still needs an

intellectual/conceptual framework
with a statistical database to sup-
port it, and Canada is well-placed
to play a major role in developing
both.

The ideal statistical database
should be comprehensive in
breadth and depth. Statistics with
“breadth” are able to illuminate a
wide range of activities such as
work, learning, and the family; to
analyze intergenerational and
lifecycle issues; and to examine the
effect of government programs on
individual and social well-being. A
database with “depth” is strong
enough to measure the effective-
ness of government programs; to
create social indicators to signal
emerging problems; and to predict,
at the micro level, the best govern-
ment program interventions for an
individual or particular family. The
ideal database should include both
administrative records and survey
data, coupled with the predictive
power of microsimulation models.1

Canada does not yet have con-
sistent and integrated data to track
problems over time, although many
of the data needed by the new
social policy already exist. The dif-
ficulty is that the sources cannot be
linked since the conceptual frame-
work that would allow their inte-
gration has not been formulated.
However, Mr. Hicks believes such
a framework is emerging. Based on
time use – how and where people
spend their time – it will offer
unprecedented information about
behaviour over the lifecycle,
investment in human capital, life-
long learning, family life, acquisi-
tion of skills, and so on. Integrated
time-use databases should soon
provide the same solid statistical
framework for social policy that
Statistics Canada’s System of Na-
tional Accounts now provides for
economic policy.

The integrated database, com-
bined with microsimulation mod-
els, will allow social programs to
be determined by evidence, not by
ideology. For example, a program
model now being tested by Human
Resources Development Canada al-
lows policy makers to assess the
effectiveness of different interven-
tions (for example, training or mo-
bility programs) in terms of the real
costs and benefits to government
and society; at the same time, indi-
viduals thinking of participating in
a particular program (for example,
training or employment programs)
can assess the probability of their
success, based on the experience of
previous participants with similar
characteristics.

Eventually, databases such as
these might be accessible to indi-
vidual clients of social services
through computer highways or
information kiosks, thus shifting
program delivery from large gov-
ernment departments to small
agencies. Mr. Hicks concludes that
using the database in this way could
save billions of dollars currently
being spent on social and health
programs.

Gordon Priest, Director,
Integration and Development
of Social Statistics
Statistics Canada

Echoing Mr. Hicks’ theme of inte-
grated data, Mr. Priest added that
pressures to build broad-based,
multi-source information data-
bases – or metadatabases – are
growing as informatics technology
makes it easier to manage massive
amounts of data.

Creating metadatabases requires
integrating data by linking sources.
However, this has been slow to hap-
pen. Statistical agencies have
always been “methods driven,”

This report was prepared by Susan
Crompton, who was with the Labour and
Household Surveys Analysis Division.
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collecting data using vehicles
developed around specific method-
ologies and serving specialized cli-
entele. Thus, an agency may have
evolved as a consortium of rela-
tively independent producers of
data, making communication
within the organization difficult.
As a consequence, agencies them-
selves are often unaware of the full
range of their data holdings,
limiting their use to clients;
disharmonies may render data
from different sources incompara-
ble when subject matter areas de-
velop their own specialized
concepts, definitions, classifica-
tions and data coding; and the data
derived from one source may con-
tradict that obtained from another.

Mr. Priest acknowledged that
building and maintaining meta-
information databases to accommo-
date increasingly sophisticated cli-
ents will be a challenge for
statistical agencies. However, a
good metadatabase will address the
three basic weaknesses described
above. It should document the con-
tent of the agency’s microdata
files, its tabular output, and its ana-
lytical/descriptive reports; further-
more, this information should be
easily accessible using the subject
or keyword approach. Resolving
every disharmony between data
sources may be more difficult to
achieve, but the agency should be
able to eliminate the worst
offences, such as inconsistent clas-
sification or coding schemes, by
adopting a standardized “template”
for survey development. And the
analytical outputs developed by the
agency should be geared to specific
issues or subjects, making use of
the full range of relevant informa-
tion rather than relying on a single
source.

Wouter Keller, Director,
Research and Development
Statistics Netherlands

Dr. Keller noted that the informa-
tion technology revolution has

greatly reduced the cost of data
processing and storage, thereby
changing the way statistical agen-
cies must operate. Statistics Neth-
erlands is already undergoing such
a transformation: it is no longer
looking exclusively at the internal
aspects of data management (edit-
ing, processing, organizing), but at
the external stages, that is, at data
collection and dissemination.

In the Netherlands, medium-
sized enterprises receive 30 to 40
statistical questionnaires each year
from various government depart-
ments. Yet information technology
could greatly reduce a firm’s
response burden, using the same
type of computer-assisted data col-
lection techniques that have sub-
stantially reduced response burden
in household surveys. (This exer-
cise also saves the statistical
agency time and money: very little
clerical work is necessary to clean
data from the household surveys at
Statistics Netherlands, but a great
deal is needed for the business sur-
veys.)

Statistics Netherlands is propos-
ing to use Electronic Data Integra-
tion, or EDI, to collect data directly
from each firm’s electronic book-
keeping system;  in essence, a
firm’s computer is connected to the
agency’s and data are downloaded
through this link. A pilot study of
EDI conducted among a small
number of firms in 1994 elicited a
generally positive response. How-
ever, the real difficulty with EDI
linkage is not technological but
“linguistic”: bookkeeping concepts
still have to be translated into sta-
tistical concepts, either by the firm
or the statistical agency. This “con-
version” problem can be solved by
an electronic super-questionnaire.

The EDI super-questionnaire
would meet the needs of all statis-
tical agencies and government
departments sending out question-
naires – on exports, imports,
employees and payrolls, for exam-

ple – and reduce response burden
to the “touch of a button” that op-
erates the EDI link between the
firm’s and the agency’s computers.
But first, statisticians must agree on
the definitions and concepts to be
used in the questionnaire; then, the
electronic bookkeeping used by the
enterprise must be converted into
the questionnaire’s statistical lan-
guage. Statistics Netherlands is
aiming to introduce the electronic
super-questionnaire by the year
2000; to this end, it is undertaking
a second EDI pilot study of thou-
sands of enterprises in 1996.

The application of EDI technol-
ogy is not limited to reducing
response burden. It can also deter-
mine the agency’s data output
program by integrating and
amalgamating statistics in a
metadatabase from which informa-
tion can be downloaded in a variety
of formats (CD-ROMs, diskettes,
online via the Internet, and other
customer-specific products).

Part 2: Customers come first

Michael Blakemore
University of Durham

Describing his talk as aggressively
pro-customer, Mr. Blakemore
called himself a “positioner of in-
formation in chaotic times.” He re-
minded his audience that a variety
of factors in addition to new tech-
nology had pushed statistical agen-
cies to enter the information
business. These other factors in-
clude government budget deficits,
organizational downsizing, privati-
zation, demographics, the switch
from income to sales taxes, the
globalization of business,  and the
separation of government policy
from its operations (meaning the
collector of information is no
longer the primary user). All these
“push” factors have affected the
dissemination of government infor-
mation and given rise to a number
of concerns, especially fear of the
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loss of public accountability, stable
data series and privacy; worry
about the creation of monopolies
that can deny access to data for
commercial (as opposed to pri-
vacy) reasons; and confusion over
who – government or business –
will be keeping the records.

Based on the experience of sev-
eral data dissemination organiza-
tions in Europe, Mr. Blakemore
identified the delivery of special-
ized services by small niche groups
as an area of opportunity. Dissemi-
nation practices are changing from
the old top-down approach in
which the statistical agency devel-
ops products, to a bottom-up
approach in which the customer
defines the product. Furthermore,
user groups mutate in confusing
and often contradictory fashion,
and external influences (for exam-
ple, reorganization of government
departments) can change the
ground underfoot in unexpected
ways. In these circumstances, he
said, distribution systems provid-
ing smaller, targeted products can
respond more effectively than
large centralized systems.

In closing, Mr. Blakemore
observed that a large number of
customers would still need the serv-
ices of “gatekeepers” to educate
them and monitor their use of the
data. He also warned that many
people will be denied access to the
information highway, often for
political, religious or cultural rea-
sons.

Ulla de Stricker
Stricker Associates

Introducing herself as an informa-
tion marketer, Ms. de Stricker said
that statistical agencies must recog-
nize that they, too, are in the infor-
mation business now. Statistical
agencies’ customers will demand
choice, convenience, and flexibil-
ity; they will ask for technological
and/or analytical support when
they believe it is needed. As they

become more statistically sophisti-
cated, their  tolerance for “sacred
cows,” such as the painstaking pre-
cision that delays the release of
data, will disappear. Customers will
demand to decide for themselves
whether the data quality is good
enough for their purposes, and will
want to select data from any point
on the “information continuum” –
from instant but raw, to polished
but late. And since each customer
must define the content, delivery
vehicle, and flexibility of the data
required, statistical agencies
should allow users to participate in
developing products and services.

Ms. de Stricker warned that
technology creates new competi-
tors as well as new customer de-
mands. It makes it easier and
cheaper to collect and manipulate
data, and because the links between
buyers and sellers are closer, the
market is within easy reach of
everyone in the business. In
response, statistical agencies must
use their information expertise and
their data to secure partnerships in
the market.

Part 3: Protecting privacy in
the era of metadata

David Brown, Executive Director,
Information, Communications
and Security Policy Division
Treasury Board Secretariat

Mr. Brown discussed the basic
principles of privacy that must be
respected in the collection and
management of information. Peo-
ple’s fear of losing their “informa-
tional privacy” – control over
personal information – has grown
in recent years, but surveys show
that their greatest concern is hav-
ing this information misunderstood
or misinterpreted, leading to deci-
sions that adversely affect them.
Data collection for statistical pur-
poses is not generally seen as a
threat to privacy.

The federal government is one
of the country’s largest collectors,
managers and users of data, and as
such has been sensitive to privacy
concerns for a number of years. It
first recognized the importance of
informational privacy when it
added a section to the Canadian
Human Rights Act; these provisions
were replaced in 1983 by the Pri-
vacy Act. (Its principles are based
on the OECD privacy code, which
has been adopted by most Western
countries as the basis for their own
legislation.) The Statistics Act, the
Income Tax Act and the Unemploy-
ment Insurance Act also have pro-
visions to govern the handling of
personal information in specific
institutions. Together, these laws
establish the privacy principles that
guide the government’s approach
to the management of information.

The information privacy princi-
ples most applicable to the collec-
tion of statistical data require that

l the data collector fully inform
the individual why the data are
being collected (the purpose,
whether participation is volun-
tary or obligatory, and so on);

l these data not be used for other
purposes without the permission
of the Privacy Commissioner,
who may require that respond-
ents be informed of the new use
to which their personal infor-
mation will be put;

l respondents have the right to
access the data about them-
selves, and to ask that the file be
corrected if it contains inaccu-
racies;

l the institution protect the confi-
dentiality of the data it has col-
lected.

Mr. Brown agreed that the amal-
gamation of databases to create
metadatabases is very tempting, but
warned that a balance must be
maintained between ensuring the
privacy of personal information
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and meeting the efficiency goals of
information management systems.

Louise Desramaux, Director,
Data Access and Control Services
Statistics Canada

Ms. Desramaux introduced her
overview of Statistics Canada’s
privacy policy by reminding the
audience of the Agency’s two re-
sponsibilities: to provide valuable
data, and to respect the confidenti-
ality of individual respondents.
These two goals can cause conflict
but they are in fact linked.

In response to the public’s con-
cern about increased accumulation
of personal information, and to the
legitimate pressures from users to
provide more detailed data, Statis-
tics Canada has adopted a legisla-
tive-policy framework. Its legal
foundation is provided by the Sta-
tistics Act, the Access to Informa-
tion Act and the Privacy Act; the
Agency has established internal
policies and procedures to ensure
compliance. Ms. Desramaux
explained that the Statistics Act
gives Statistics Canada the author-
ity to collect data, obliging
respondents to participate in sur-
veys, but also obliging the Agency
to protect confidentiality by sup-
pressing any data that could iden-
tify a respondent once the data are
disseminated. The Access to Infor-
mation Act gives the public the
right to access their personal infor-
mation, but forbids third party ac-
cess (no one may see the record on
anyone else).

The third statute – the Privacy
Act – has spurred the development
of several internal policies that deal
specifically with privacy concerns.
These include policies on record
linkage and informing survey
respondents, and the microdata
release policy. This last policy was
developed in the early 1970s, when
the revised Statistics Act (1971)
allowed the release of anonymous
information on individuals. A spe-
cial committee reviews all pro-

Information technology is making data searches easier at
Statistics Canada

year from external users, library staff
and Statistics Canada analysts. Using
a Windows-based search and retrieval
system (known as “Information on
our Products and Services” – IPS),
employees are able to identify current
information about products and serv-
ices. IPS enables organized and effi-
cient inquiry searches of all
“registered” products and services, as
well as articles and survey back-
ground documentation. Users can
query by word, title, subject, author,
and date, among other variables. Once
the search is completed, IPS compiles
comprehensive lists of products and
services, allowing staff to download
the information, provide lists to cli-
ents, or create mini-catalogues.

At the moment, IPS is an internal
tool primarily serving staff in Advi-
sory Services and the Statistics Canada
library. Plans for the future include
making it available to the public via
CD-ROM and possibly the Internet.
This will hasten the inclusion of more
information, including a thesaurus to
cover colloquial terms not found in
official agency terminology, and link-
age to other metadatabases.

Ross Grenier, Director,
StatsCan Online Project
Statistics Canada
StatsCan Online is controlled and
operated by Statistics Canada in part-
nership with a private technology
company. It provides direct-dial
access to detailed data that can be
downloaded in a variety of formats:
text, tables, and specialized databases.
The objectives of StatsCan Online are
to improve the accessibility, timeli-
ness and usability of data, including
metadata; to increase the breadth and
depth of data holdings available to
users; to reduce the unit cost of data
retrieval to the client; and to improve
the cost-to-revenue ratio of data dis-
semination to the Agency. In the fu-
ture, Online plans to include mapping
capability as well as information from
other government departments, and to
link to the Internet. Although not of-
ficially launched until April 1996, al-
most 200 clients used Online while it
was still in the market testing phase.

Louis Boucher, Assistant Direc-
tor, Dissemination Division
Statistics Canada
Statistics Canada’s Advisory Services
receives about 600,000 requests per

Part 4: Partnerships to serve
clients better

Jan Kestle, President,
Compusearch

Ms. Kestle described the benefits
of a public and private sector part-
nership from the company’s point
of view: providing customers with
one-stop shopping; enjoying a sta-
tistical “license” that enables the
integration of data from many dif-
ferent sources; expanding the pool
of statistical and analytical exper-
tise; generating increased demand
for products; and responding more
quickly to the market.

There is a negative side to such
a partnership, though, including
customer complaints about the

posed releases of microdata, and
authorizes their release only if two
basic conditions are met: they have
substantial analytical value, and all
reasonable steps have been taken to
prevent identification of individual
respondents.

Ms. Desramaux acknowledged
that people are worried about the
power of technology to link data
and create massive databases.
However, she believes that the leg-
islative-policy framework has been
an effective tool in maintaining
privacy. Statistics Canada contin-
ues to enjoy good response rates,
and a 1992 survey on privacy
showed that only 14% of respond-
ents were apprehensive about pro-
viding personal information to the
Agency.
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high cost of data stemming from
cost-recovery policies at the source
statistical agency; controversy
about a good collected at public
expense being used for profit; com-
petition for clients between the
partners; difficulty policing agree-
ments between the partners and
their customers; and control of
“data leakage” (the piracy of en-
hanced data).

Ms. Kestle believes that in
future customers will demand more
value added to the data they pur-
chase; that data will become more
accessible though not necessarily
better understood by its users; that
licensing agreements will be used
more extensively to control data
piracy; that partnerships will
expand in response to the market;
that the number of “virtual compa-
nies” will increase, making data
control and licensing agreements
more difficult to police; and that
data enhancement costs will con-
tinue to grow. All this will necessi-
tate closer relationships and clearer
communications among data
suppliers if they are to continue
enjoying the benefits of their part-
nerships.

David Roy, Director,
Marketing Division
Statistics Canada

Forming partnerships is now a
common strategy in the informa-
tion industry. Because Statistics
Canada’s strengths are high qual-
ity data and analysis, as well as its
credibility as a data supplier, the
complementary strengths of poten-
tial partners would include the
ability to solve dissemination
problems, to develop sales and
distribution networks, and to take
risks.

Statistics Canada is currently
developing a dissemination frame-
work and network. The next steps

include launching StatsCan Online,
overhauling the CANSIM database
(which will become the core data
warehouse), and converting more
publications to electronic formats.
To this end, the Agency will adopt
partners able to provide online
gateways, to co- and re-publish, to
develop delivery technologies and
to design new products.

Anne Foster, Senior Vice-President,
Carswell and Thomson
Professional Publishing

Ms. Foster noted that business part-
nerships are often compared to
arranged marriages of the fifteenth
century. In a successful alliance,
partners can secure new opportuni-
ties; in an unsuccessful alliance,
they can lose control of their prod-
ucts, their information or their area
of expertise. She identified three
factors as critical to the success of
partnerships in the information
industry: the partners’ clarity of
intent, or the reason for the partner-
ship; their integrity, or commitment
to honesty and plain-dealing; and
their interests, which are not the
same as intent and must therefore
be clearly stated and understood.

Ms. Foster said government and
the private sector share only the
same intent, which is a healthy eco-
nomic environment. Thereafter, the
similarity ends. The government’s
integrity rests in not abusing its
power, such as using copyright to
exclude access to information; the
private sector’s integrity lies in
respecting both the skills and the
restrictions faced by the govern-
ment partner. The government’s
interest lies in disseminating infor-
mation for the public good, while
the private sector’s lies in publish-
ing for profit. Having different
goals means that the interests must
be identified clearly so that part-
ners understand each other.

Peter Brandon, Partner,
Sysnovators Ltd.
Editor/Publisher, “Electronic
Information Partnerships”

According to Mr. Brandon, the
world in which the information in-
dustry operates is as chaotic as
Alice’s game of croquet with the
Queen of Hearts: the mallets, the
wickets and the croquet balls are
all live animals, constantly shifting
position and changing the rules of
the game. Despite this chaos, he
believes that new rules for partner-
ships in the Information Age are
emerging.

Partnerships are struck for dif-
ferent purposes – governance,
advisory, delivery – and so require
different rules. Those established
to distribute information should be
reinvented because distribution
costs are fast approaching zero, and
the opportunities to make a living
in the field are shrinking.

Partnerships must tap the core
strengths of the partners to mutual
advantage, and be prepared to rely
more on understanding, ethics and
codes of conduct than on legal con-
tracts. (Traditional legal concepts
may become difficult to enforce as
new forms of intellectual property
are developed.)

The new partnerships will blur
the lines between the company’s
internal and external operations as
firms seek partners to provide
goods and services, rather than
generating them from within. They
will also require more and faster
sharing of information, values and
expectations. Nor must partners
forget that their alliance draws
legitimacy from the power of the
individual firms.

Mr. Brandon concluded by ob-
serving that firms will have to rec-
ognize that the human relationship
between partners is more important
than the technology involved.
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Summary

Gordon Brackstone, Assistant
Chief Statistician,
Informatics and Methodology
Statistics Canada

In a brief summary of the three-day
symposium, Dr. Brackstone noted
that two overriding themes had
emerged. The first was technologi-
cal: the effect of computing power
on the collection, processing and
management of data, and the effect
of telecommunications on the way
the data are distributed. The second
was financial: the challenges faced

by statistical agencies required to
do more with fewer resources, and
the extent to which these agencies
must cover their costs through data
dissemination.

n Note
1 A microsimulation model is designed to
predict the outcome of certain events on
individuals with particular characteristics. It
does this by creating a synthetic person based
on characteristics observed in real persons,
and then applying a mathematical model that
simulates the probability that specified con-
ditions or events will occur. For example, a
simple microsimulation model could be used
to predict the likelihood that person A will be
a smoker, given the smoking behaviour
observed in the general population.

Proceedings of “Symposium 95:
From Data to Information Methods
and Systems,” the 12th Annual Inter-
national Symposium on Methodol-
ogy Issues, will be available in
summer 1996. Complete coverage
of all papers presented is provided.
To order, contact Jean-Louis
Tambay, at (613) 951-6959; or fax
(613) 951-3100.
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