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Comments on “Jean-Claude Deville’s contributions to survey 
theory and official statistics” 

Carl-Erik Särndal1 

Abstract 

In recent decades, many different uses of auxiliary information have enriched survey sampling theory and 
practice. Jean-Claude Deville contributed significantly to this progress. My comments trace some of the steps on 
the way to one important theory for the use of auxiliary information: Estimation by calibration. 
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Introduction 
 

I am honored to reflect on the article by Ardilly, Haziza, Lavallée and Tillé on Jean-Claude Deville and 

his many contributions to survey theory and practice.  

I refer to the article as Ardilly, Haziza, Lavallée and Tillé (AHLT). One part of it is devoted to estimation 

of the finite population total by calibration theory. I concentrate on it here. More than thirty years have 

passed since the publication of the influential article on calibration by Deville and Särndal (1992). It was 

followed a year later by an important sequel, also published in the Journal of the American Statistical 

Association (JASA). 

A forerunner ‒ and a special case ‒ of the calibration estimator is “the well-known estimator by 

generalized linear regression”, as AHLT phrase it. Given in their formula (3.5), it is popularly known as the 

(linear) generalized regression (GREG) estimator. This gives me reason here to examine how the GREG 

estimator paved the way for the calibration estimator. The GREG estimator evolved in form and shape in 

the mid-to-late seventies and in the eighties; it is fair to say that it is the progenitor of the estimator by 

calibration. 

The GREG construction was a product of “the prediction argument”: To predict as well as possible the 

study variable values for the non-observed population units. On the other hand, a somewhat later stream in 

the literature dwells on “the weighting argument”: To conceive and compute the estimator of the population 

total through an appropriate weighting of the study variable values ky  observed for units k  in the 

probability sample ,s  preferably a weighting more “information laden” than simply the inverse inclusion 

probability weighting 1 .k kd   

My comments here trace my gradual understanding over several decades of estimation in the presence 

of auxiliary information. They are an incomplete testimony to a period of development where Jean-Claude 

Deville played an important part. Many others contributed and should have been recognized in my notes.  
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Meeting 
 

I first met Jean-Claude in the Swiss Alps. Not on skis, but at the traditional yearly “winter school” in 

statistics held at the resort Les Diablerets. We were both invited speakers there in 1987. I had been told 

beforehand that I was going to meet a French statistician, relatively new to the survey sampling field, who 

had made himself known by some recent interesting contributions.  

I did meet Jean-Claude there, in person, and in spirit. Contact and mutual understanding happened from 

the beginning. As a graduate of the prestigious Ecole Polytechnique, Jean-Claude relied on a strong 

mathematical background and ability; in addition, his work at Institut national de la statistique et des études 

économiques (INSEE) made him familiar with national statistical agencies and their efforts to produce 

accurate national statistics.  

A unique combination seemed to me to characterize him, as I got to know him: There was a mathematical 

insight that he applied in sometimes astonishing ways, yet with a clear background in national statistics 

production. He was very sensitive to resolving problems embedded in a greater practical environment, such 

as a national statistical agency.  

As he explained to me, at already well over 30, he had decided to change fields of research interest to 

survey science. The idea of probability sampling intrigued him: to select, with known probabilities, from a 

finite set of identifiable units. His curiosity was stimulated by the amazing variety of ways to do that, and 

how to estimate the population parameters on data from a probability sample using auxiliary variables.  

Seven years his senior, I had behind me a longer exposure to the field. He told me how he had 

systematically “taken in” the field of survey science, had studied the significant material, from the classical 

sampling books of the fifties to the recent work, in the newborn vigor that survey sampling theory found 

from around 1970. For example, he admired the work of the Czech sampling theoretician Jaroslav Hàjek. 

He had studied the 1977 Wiley book that I had co-authored, Foundations of Inference in Survey Sampling. 

In the years that followed, he came to Canada several times and we worked together at the Université de 

Montréal.  

 
Randomization theory 
 

I believe that Jean-Claude’s ideological preference agreed, essentially, with the randomization theory, 

the design-based fold of survey science. That is, an approach where the inference about the finite population 

is built on the probability sampling design, using the known inclusion probabilities of the sampled units. 

This positioning was by no means obvious, for someone who was learning the field in those days. The 

1970’s had brought a flux of ideas, some of them conflicting. A formidable challenger to the traditional 

design-based randomization theory was the model-based theory, which maintained instead that inference 

was to be based on the stochastic structure stipulated in the assumed model.  

So it seems to me that when Jean-Claude set out to learn the field, he might well have felt attracted to, 

and become a convinced disciple of, the model-based camp. But he did not.  
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Auxiliary information 
 

Estimation built around ideas of supplementary information and predicted y -values for non-observed 

units seems to have been studied, or attempted, as early as in the 1950’s, in places, such as the national 

statistical agencies, where insightful survey methodologists dwelled. At INSEE in France, P. Thionet and 

Y. Lemel were among persons whose important work influenced Jean-Claude. 

An important instance of auxiliary information occurs when values are known for all population units 

on one or more variables, x -variables, thought to be related to the survey variable, the y -variable. The 

Scandinavian countries, equipped as they are with high quality population registers of different kinds, were 

testing grounds for this methodology. The uses of auxiliary information led, beginning in the 1970’s, to a 

strong development in survey statistics research and practice.  

 
Generalized regression estimator 
 

The GREG estimator rests on “the prediction argument”; the y -values for the non-sampled units are 

predicted, on the basis of a perceived relationship between the study variable y and one or more correlated 

auxiliary variables. The linear GREG estimator, as we know it today, given in formula (3.5) in AHLT, 

evolved gradually, from the mid-to-late 1970’s onward. Several took a part in this; a gradual refinement 

took place. The first time that I used “generalized regression estimator” as a term and as a construction 

principle ‒ incomplete at the time ‒ was, as far as I recall now, in a co-authored article in Biometrika, Cassel, 

Särndal and Wretman (1976). Among contributions to “the regression thinking”, the work at Iowa State by 

W.A. Fuller and his students stands out. 

“Generalized” meant essentially that the early form of the GREG estimator extended what Cochran and 

other texts from the 1950’s had presented as a method to reduce variance, by attaching a linear regression 

adjustment term to the basic design-unbiased estimator. The adjustment, small in magnitude in large 

samples, was a function of the auxiliary variables.  

More generally, let ˆky  be the predicted value, by a linear or non-linear assisting model, of the study 

variable value .ky  The GREG construction is  GREG
ˆ ˆ ˆ ,k k k k ks U s

Y d y y d y      with U  representing 

the population and s  representing the probability sample from .U  The residuals ˆ
k ky y  left by the model 

fit become more apparent when we write it as GREG
ˆ ˆ ˆ( ).k k k kU s

Y y d y y     

In papers from the late seventies and early eighties, I had occasion to examine the linear GREG estimator, 

that is, where ˆky  is the result of a linear regression fit. I remember the 1976 co-authored Biometrika article 

especially because of an administrative curiosity.  

Although it was exceptional for an ordinary submission to Biometrika, the chief editor, D.R. Cox, wished 

to accompany the article with a special discussion, something to which we agreed. The article was seen, 

apparently, as an unorthodox mixture of an appeal to a model and its properties, and, at the same time, to 

the randomization distribution, ,p  arising from the probability sampling.  
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The discussant was T.M.F. (Fred) Smith, a highly respected survey theoretician with whom I came to 

enjoy, as time went by, much fruitful and friendly contact. He wrote: “This paper raises a fundamental issue 

in finite population inference via a superpopulation. … The authors impose the further constraint that (the 

regression estimator) T  should be p -unbiased … Why should the selection probabilities, ,p  take any 

precedence over the model ”?  It was a well-motivated question from his model-based point of view: If 

the regression model was trustworthy for building the estimator, why should it then be abandoned, in favour 

of the randomization distribution, when it came to evaluating basic properties, such as bias and variance?  

This was an illustration of an exchange that could occur in those days, between a member of the new 

model-based camp and one of the traditional design-based camp. In due time, the perspective in that article 

developed into “model-assisted design-based estimation”, i.e., assisted by the model but not dependent on 

its “truth”. The asymptotic p -unbiasedness served as protection against a possibly false or improper model. 

The “truth” or not of the model was not the primary issue. If the model does not hold, the estimator is still 

asymptotically design-consistent. 

 
Reoriented thought process 
 

The literature from 1980 and later suggested a “reorientation of the thought process”; some of the 

attention shifted away from the prediction argument to an alternative argument centered on the weights 

assigned to the observed sample y -values.  

In the prediction approach, I and others had built an estimator by predicting the unobserved y -values as 

well as possible, via a regression fit of some kind, and with a use of the auxiliary variables. In the interest 

of accurate estimation, it was clear that the predictions ˆky  must reflect as accurately as possible the unknown 

ky  for the non-observed units; the residuals ˆk ky y  should be small. 

The weighting argument focuses instead on estimation by an appropriate weighting of the y -values 

observed in the sample. In the interest of accurate estimation, the weight given to a sampled unit should 

reflect what is known, and what is particular, about a unit in the population. “Good weights” could or should 

be sample-dependent functions of the auxiliary vector values .kx  They might entail just a small but 

important adjustment to the basic design weights 1 ,k kd   as is the case with the weights implied by the 

GREG estimator formula. 

In Särndal (1982), I write the linear GREG estimator as a weighted sum over the sample, with the 

observed study variable value ky  receiving the weight ,k kd g  where the sampling design weight 1k kd   

undergoes a small adjustment ,kg  slightly away from “one”. Bethlehem and Keller (1987) also show the 

linear weighting interpretation of the GREG estimator, and they note the calibration property of the weights. 

 
Model-assisted survey sampling 
 

The thick manuscript of the book with that title, by Särndal, Swensson and Wretman, was nearing 

completion when I and Jean-Claude co-operated in the late 1980’s. I described to him the spirit of the book. 
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Published in 1992 by Springer-Verlag; it became popularly known as the Yellow Book. It advocated a 

design-based outlook on inference, more particularly in a vein that became widely known as model-assisted. 

The role of the model was explained at length, in particular in Chapter 6; the wording was important; it was 

convincing and inspired others. 

Curious as it may seem today, as book authors we were quite sensitive to the survey theory climate. For 

or against “reliance on models” had been a much debated question in the survey sampling theory literature 

since the early 1970’s. We had had our part of “the hot feelings”, through the case with the above mentioned 

1976 Biometrika article on generalized regression estimation. 

The Yellow Book used the prediction argument to carefully build and explain the GREG estimator of 

.kU
Y y   Predicted values ˆ

ky  from a linear regression fit are given by ˆ
ks k sy  x B  

   
1

,k k k k k k ks s
d d y


  x x x x  where s  is the probability sample and 1 .k kd   They are computable for 

all units if kx  is available for all. The linearly weighted form of the GREG estimator is also emphasized:  

 GREG
ˆ ,k k ks

Y d g y   

where    
1

1 .k k k k k k k kU s s
g d d

     x x x x x  

 
The gee-weights 
 

The “gee-weight”, as we used to call ,kg  is a weight factor, equaling one plus a term of minor magnitude 

in large samples, nevertheless with an important impact. It modifies slightly the design weight 1k kd 

into a total weight ,k kd g  and, as the Yellow Book explains, those weights satisfy 

 .k k k ks U
d g  x x   

It came to be known as the calibration property. I vividly remember my momentary surprise at my own 

“discovery” of the property; it was, however, quite evident upon a closer look, and therefore not given any 

immediate attention. Others active in the field were no doubt also aware of it in the years around 1980. The 

weights ,k kd g  their function, their calibration property, and their use in variance estimation were at the 

center of attention in a Biometrika article by Särndal, Swensson and Wretman (1989). 

The calibration property of the weights k kd g  was, however, a signal for my interest in calibrated weight 

systems: it must be a more generally fruitful idea. When Jean-Claude and I discussed it in the late 1980’s, 

the property was a well-established fact, a starting point: It must be possible to extend and generalize it.  

 
The rise of calibration theory 
 

A phrase in AHLT catches my attention: The authors maintain that the calibration theory, as in Deville 

and Särndal (1992), brought “… one of the most important advances in the field of estimation in the presence 

of auxiliary information: It is possible to construct the GREG estimator by means of a calibration.” In other 
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words, a “discovery” was that calibration theory is sufficiently broad in scope to admit the important GREG 

estimator under its umbrella.  

It is indeed important to have the GREG estimator as a member of the calibration family; I add, though, 

that my own insight happened in a different temporal order: Knowing in advance that the GREG weights 

have the calibration property, it must be possible to extend the idea.  

This took form in the theory well described in AHLT, with a measure of distance to minimize, between 

the survey weights 1k kd   and new weights ,kw  subject to the calibration constraint .k k ks U
w  x x  

A resulting calibrated weight kw  is a function of the auxiliary vector value .kx  

 
The calibration theory: Implications and interpretations 
 

I started these comments by noting two ways to proceed, “the prediction argument” as opposed to “the 

weighting argument”. This important distinction has set its mark on a part of theory development in survey 

sampling over the past several decades. 

The former was successfully used in creating the (linear or non-linear) GREG estimator. It seems to me 

now that the weighting argument, as used in calibration theory, has a broader application, or a wider appeal. 

To estimate, you just add up the properly weighted y -values. 

Much has been said on calibration in the literature since the Deville and Särndal (1992) article. It is true 

that calibration was presented there as a design-based methodology under ideal survey conditions, one 

hundred percent survey response, and an absence of other survey errors as well. However, time passing, the 

concept of calibration has shown itself to be an instrument of extraordinary power and flexibility, as 

witnessed, for example, in the variety known as model calibration, and especially in its extensions to 

nonresponse adjustment, treated in a large literature of its own. 

 
An image 
 

I close with a digression on the word “calibration”. At INSEE, the French term “calage” was apparently 

well established long ago. It was used, it seems, in early examples of a weighting that confirms the known 

population total of an auxiliary variable.  

As a French verb, “caler” means to rig, to fix, to stabilize. Elsewhere also, there were no doubt insightful 

statisticians who derived and computed weights, with the property today called “calibrated”, well before 

there was a special name and a special theory for the procedure. 

For the 1992 JASA article, Jean-Claude and I settled on the term “calibration”, aware of the meaning it 

has to some, namely, in the idea of the balance scale, this instrument used in food stores long ago: two plates 

at either end of beam. To fill a customer’s order for, say, 600 grams of coffee or butter or flour, the store 

clerk placed weights on one plate, amounting to 600 grams, then measured up the desired food item on the 

opposite plate, until balance occurred. The store had a collection of metal weights, in different 

denominations; they were certified, calibrated, to guarantee the customer’s right to a correct weighting. As 
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some have fondly reminded me over the years, “calibrated weights” brings up this old mental image of a 

trustworthy procedure. 
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