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A note on the concept of invariance in two-phase  
sampling designs 

Jean-François Beaumont and David Haziza1 

Abstract 

Two-phase sampling designs are often used in surveys when the sampling frame contains little or no auxiliary 
information. In this note, we shed some light on the concept of invariance, which is often mentioned in the context 
of two-phase sampling designs. We define two types of invariant two-phase designs: strongly invariant and 
weakly invariant two-phase designs. Some examples are given. Finally, we describe the implications of strong 
and weak invariance from an inference point of view. 

 
Key Words: Double expansion estimator; Horvitz–Thompson estimator; Strong invariance; Two-phase sampling; Weak 

invariance. 

 
 

1  Introduction 
 

Two-phase sampling designs are often used in surveys when the sampling frame contains little or no 

auxiliary information. It consists of first selecting a large sample from the population (typically using a 

rudimentary sampling design) in order to collect data on variables that are inexpensive to obtain and that 

are related to the characteristics of interest. The idea behind two-phase sampling is to create a pseudo-

sampling frame richer in auxiliary information than the original sampling frame. Then, using the variables 

observed in the first phase, an efficient sampling procedure can be used to select a (typically small) 

subsample from the first-phase sample in order to collect the characteristics of interest. Two-phase sampling 

may also be helpful in a context of nonresponse as the set of respondents is often viewed as a second-phase 

sample. 

We adopt the following notation: consider a population U  of size .N  A vector 1I  is generated according 

to the sampling design  1 ,F I  where  1 11 1= , , NI I I   denotes a vector of indicators such that 1iI  is either 

equal to 0 or 1. The first-phase sample, denoted by 1,s  is the set of population units for which 1 = 1iI  and 

1 1= ,ii U
n I

  is the size of 1.s  Then, a vector 2I  is generated according to the sampling design  2 1 ,F I I  

where  2 21 2= , , NI I I   denotes the vector of indicators such that 2iI  is either equal to 0 or 1. The second-

phase sample, denoted by 2s  is the set of population units for which both 1 = 1iI  and 2 = 1iI  and 

2 1 2= i ii U
n I I

  is the size of 2 .s  In practice, note that the indicators 2iI  are not generated for the 

population units belonging to the set 1.U s  However, at least conceptually, nothing precludes defining 

these indicators for the units outside the first-phase sample. 

Let  1 1= = 1i iP I  and  1 1 1= = 1, = 1ij i jP I I  be the first-order and second-order selection 

probabilities at the first-phase. Similarly, let    2 1 2 1= = 1i iP I I I  and    2 1 2 2= = 1, = 1ij i jP I I 1I I  

be the first-order and second-order selection probabilities at the second-phase. Note that the (first-order and 

second-order) selection probabilities at the second-phase may depend on the realized sample 1.s  
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The paper is organized as follows. In Section 2, we define the concepts of weak and strong invariance 

and provide some examples. In Section 3, we discuss the implications of weak and strong invariance from 

an inferential point of view. In particular, we discuss the reverse decomposition of the variance in the case 

of a strongly invariant two-phase sampling design. 

 
2  The concept of invariance 
 

We distinguish the concept of strong invariance that may also be called distribution invariance from that 

of weak invariance that may also be called first-two-moment invariance.  
 

Definition 1. A two-phase sampling design is said to be strongly (or distribution) invariant provided that  

    2 1 2=F FI I I  (2.1) 

A consequence of Definition 1 is that      1 2 1 2, =F F FI I I I  and therefore, with a strongly invariant 

two-phase sampling design, the vector 2I  can be generated prior to the vector 1.I  In practice, the concept 

of strong invariance is satisfied for only few two-phase sampling designs. A first example is Poisson 

sampling at the second phase. This covers the case of nonresponse, which is often viewed as a Poisson 

sampling design at the second phase. An other example is two-stage sampling. Both are described in greater 

detail below.  
 

Example 1. At the first phase, a sample 1s  is selected according to an arbitrary sampling design followed 

by Poisson sampling at the second phase, where the units selection probability  2 1i I  are set prior to 

sampling, which means that  2 1 2=i i I  for .i U  Since Poisson sampling is completely characterized 

by its first-order selection probabilities, we have    2 1 2= .F FI I I  As a result, this sampling design is 

strongly invariant. It can be implemented as follows: first, generate the vector 2I  according to the Poisson 

sampling design  2F I  and, independently, generate the vector 1I  according to the design  1 .F I  

Example 2. Two-stage cluster sampling can be described as follows: at the first stage, a sample of clusters 

is selected randomly from the population of clusters. Then, at the second stage, within each cluster selected 

at the first stage, a sample of elements is randomly selected. Note that, even in this case, the vector 1I  is 

still defined at the element level, with its size N  corresponding to the number of elements in the population. 

Under this set-up, the selection indicator for an element j  within cluster ,i  1 ,ijI  is equal to 1 for all elements 

j  within a selected cluster .i  Therefore, two-stage sampling is a special case of two-phase sampling as 

described in Section 1. If the selection within clusters is independent of which clusters have been selected 

in the first phase, then we are in the presence of a strongly invariant two-stage cluster sampling design. 

This is satisfied if the selection of elements within clusters is independent of the selection of elements in any 

other cluster. A strongly invariant two-stage cluster sampling designs can be implemented by reversing the 

actual act of sampling: instead of sampling the clusters first, we begin by selecting the elements in each of 

the population clusters, and then sampling the clusters.  
 

Note that our definition of strong invariance for two-stage designs is slightly different from the one given 

in Särndal, Swensson and Wretman (1992, Chapter 4) because the latter restrict to clusters selected at the 



Survey Methodology, December 2016 321 
 

 
Statistics Canada, Catalogue No. 12-001-X 

first stage. However, for practical purposes, both definitions are essentially equivalent. We used Definition 1 

rather the standard definition of Särndal et al. (1992) because the latter does not extend easily to the case of 

two-phase sampling. 
 

Definition 2. A two-phase sampling design is said to be weakly (or first-two-moment) invariant if  

    2 1 2 2 1 2 1 1= = , .i i ij ijand i s j s     I I   

Clearly, a strongly invariant two-phase sampling design is weakly invariant but the opposite is not true. 

The next example describes a sampling design that is weakly invariant but not strongly invariant. 
 

Example 3. At the first phase, we select a sample, 1 ,s  of size 1 ,n  according to an arbitrary fixed-size 

sampling design. From 1 ,s  we select a simple random sample without replacement, 2 ,s  of size 2 ,n  where 

2n  is fixed prior to sampling. This two-phase sampling design is weakly invariant since 2 2 1= ,i n n  and 

   2 2 2 1 1= 1 1 ,ij n n n n    which remain the same from one realization of 1I  to another. However, it is 

not strongly invariant since it is not possible to generate 2I  prior to 1I  and meet the fixed-size sample size 

constraint for 2 .n  In fact, this would also be true for any fixed-size sampling design at the second phase 

satisfying  2 1 2=i i I  and  2 1 2= .ij ij I  

Finally, we describe a non-invariant two-phase sampling design.  
 

Example 4. At the first phase, we select a simple random sample without replacement, 1 ,s  of size 1 ,n  

according to an arbitrary fixed-size sampling design. For every 1 ,i s  we record an auxiliary variable .x  

From 1 ,s  a second-phase sample, 2 ,s  of fixed size 2 ,n  is selected using an inclusion probability 

proportional-to-size procedure. In this case, we have  

   2
2 1

1

= .i
i

i i
i U

n x

x I





I   

Clearly, the inclusion probability of unit i  in 2s  vary from one realization of 1I  to another. Since  2 1i I  

is a function of 1 ,I  it is known only after the first-phase sample 1s  is actually realized.  

 
3  Implications of the invariance property 
 

3.1  Weak invariance 
 

For an arbitrary two-phase sampling design, the inclusion probability of unit ,i  1, ,i i s   is generally 

unknown and is defined as  

                               

 

  

   
1 1

1 2

1 2

2 1 1
: =1

= E

= E E

= = ,
i

i i i

i i

i
i

I I

I I

P




1

1
i

I

I I i

 (3.1) 
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where 1i  denotes a realisation of the random vector 1.I  Therefore, the ’si  are generally unknown because 

they require the knowledge of  1 1=P I i  for every possible 1I  (in many cases, we do) but also of  2i 1I  

for every .1I  The latter are generally unknown because  2i 1I  may depend on the outcome of phase 1. 

However, if the sampling design is weakly invariant, then  2 2=i i 1I  and (3.1) reduces to  

           
1 1

2 1 1 1 2
: =1

= = = .
i

i i i i
i

P   
i

I i  (3.2) 

Suppose that we are interested in estimating the population total = .y ii U
t y

  Since the ’si  are 

generally unknown, the Horvitz-Thompson estimator of ,yt  

                   
2

1ˆ = ,HT i i
i s

t y 


   

cannot be used, in general. Instead, it is common practice to use the double expansion estimator  

                    
2

11
1 2 1

ˆ = .DE i i i
i s

t y  


 I   

In general, both ˆ
HTt  and ˆ

DEt  differ. However, for weakly invariant two-phase designs, it is clear from (3.2), 

that both are identical. 
 

3.2  Strong invariance 
 

Let   be a finite population parameter and ̂  be an estimator of .  The total variance of ̂  can be 

expressed as  

      ˆ ˆ ˆ= .V VE EV  1 1I I  (3.3) 

Decomposition (3.3) is often called the two-phase decomposition of the variance; e.g., Särndal et al. 

(1992). If the two-phase sampling design is strongly invariant, the total variance of ̂  can alternatively be 

decomposed as  

      ˆ ˆ ˆ= .V EV VE  2 2I I  (3.4) 

The decomposition (3.4) is often called the reverse decomposition of the variance as the order of sampling 

is reversed, which can only be justified provided the two-phase design is strongly invariant. The 

decomposition (3.4) cannot be used in the case of weakly invariant two-phase design as the vector 2I  cannot 

be generated prior to the vector 1.I  The reverse decomposition was studied in the context of nonresponse 

by Fay (1991), Shao and Steel (1999) and Kim and Rao (2009), among others. In a nonresponse context, 

assuming that the units respond independently of one another, the set of respondents can be viewed as a 

second-phase sample selected according to Poisson sampling with unknown inclusion probabilities, called 

response probabilities. If the latter remain the same from one realization of the sample to another, we are 

essentially in the presence of a strongly invariant two-phase sampling design. Decomposition (3.4) can be 
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used to justify simplified variance estimators for two-phase sampling designs; see Beaumont, Béliveau and 

Haziza (2015). 
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