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The estimation of gross flows in complex surveys with random nonresponse

Andrés Gutiérrez, Leonardo Trujillo and Pedro Luis do Nascimento Silva

Abstract

Rotating panel surveys are used to calculate estimates of gross flows between two consecutive periods of measurement. This paper considers a general procedure for the estimation of gross flows when the rotating panel survey has been generated from a complex survey design with random nonresponse. A pseudo maximum likelihood approach is considered through a two-stage model of Markov chains for the allocation of individuals among the categories in the survey and for modeling for nonresponse.
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1 Introduction

Survey techniques are commonly used in order to estimate some parameters of interest in a finite population. The inference for these parameters is based on the probability distribution induced by the sampling design used to get the sample of individuals. In most of the cases for official statistics, the sample design under consideration is complex in the sense of not providing a simple random sample of the population.

After getting a probabilistic sample, sometimes it is necessary to consider the classification of the individuals in the sample through different categories in one or more nominal variables. This classification can be incorporated in a contingency table in order to summarize two variables or the temporal variations in a single variable at two different periods of time. However, in order to get accurate estimates, it is not advisable to ignore the sampling design in the inference for the parameters of interest.

Another common problem in this type of survey is nonresponse for some sample units, which can rarely be considered random or ignorable. Therefore it is necessary to consider some approach that can compensate for the potentially nonignorable nonresponse. Chen and Fienberg (1974), Stasny (1987) and recently Lu and Lohr (2010) have considered two-stage models in order to classify the individuals in a sample for two different times with nonignorable nonresponse. However, this approach ignored the sampling design that is complex and also informative for most surveys conducted for producing official statistics.

This article considers a common scenario for longitudinal surveys where the main aim is to estimate the number of population individuals belonging to several cells in a contingency table according to the categories of a variable measured at two different points in time. We also consider the modeling of the nonresponse that can affect the estimates if it is ignored. The inferential processes are tied to the complex survey design used to collect the information in the sample.

For instance, in labour force surveys, it is possible to find complex classifications depending on the labour force status of the respondents at two consecutive periods of observation and measurement. The
aim is to estimate the number of people that in a past period were working and are still working in the current period of observation. Another possible objective is to estimate the number of people who were unemployed in the last period of observation and are still unemployed in the current period of the survey or the number of people that in the last period of observation were employed and in the current period are unemployed or vice versa. For this example, all the entries on Table 1.1 are considered as parameters of interest. Note that even under a census, the counts in Table 1.1 may not be observable due to nonresponse.

Table 1.1
Parameters of interest in a contingency table corresponding to a labour force survey at two consecutive periods of observation.

<table>
<thead>
<tr>
<th>Period 1</th>
<th>Employed</th>
<th>Unemployed</th>
<th>Inactive</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Employed</td>
<td>$X_{11}$</td>
<td>$X_{12}$</td>
<td>$X_{13}$</td>
<td>$X_{1+}$</td>
</tr>
<tr>
<td>Unemployed</td>
<td>$X_{21}$</td>
<td>$X_{22}$</td>
<td>$X_{23}$</td>
<td>$X_{2+}$</td>
</tr>
<tr>
<td>Inactive</td>
<td>$X_{31}$</td>
<td>$X_{32}$</td>
<td>$X_{33}$</td>
<td>$X_{3+}$</td>
</tr>
<tr>
<td>Total</td>
<td>$X_{+1}$</td>
<td>$X_{+2}$</td>
<td>$X_{+3}$</td>
<td>$X_{++}$</td>
</tr>
</tbody>
</table>

Kalton (2009) stated that, in terms of the marginal totals, it is possible to estimate the net flows through a direct comparison between the two periods of observation. Then, it is possible to determine if the unemployment rate increased or decreased and also in what magnitude. For example, comparing that on period 1 there were $X_{1e} = \sum f X_{ij}$ people employed, whereas on period 2 there were $X_{+1} = \sum f X_{i1}$ people employed. Nevertheless, a more detailed analysis can be obtained analyzing the gross flows as a decomposition of the net flows. In this way, if the unemployment rate increased one percentage point, it is possible to conclude if this increase was due to the fact that one percentage point of the employed people lost their job or because ten percentage points of the employed people lost their job and nine percentage points of the unemployed people found a new job. This is possible comparing the values $X_{ij}$.

Also, given that in a complex survey it is possible to have unequal sampling weights and clustering and stratification effects, the likelihood function of the sampling data is difficult to find in an analytical way. Then, using classical methods of maximum likelihood would no longer be convenient for survey data from complex surveys. Then, the standard analyses must be modified to take into account the sampling weights and the sampling effects of a complex survey such as weighted estimation of proportions, variance estimation based on the sampling design and generalized corrections for the design effects (Pessoa and Silva 1998).

Section 2 surveys the basic statistical concepts used in this paper, such as survey estimators, nonresponse and categorical data inference. Section 3 proposes a superpopulation model describing the probabilistic behavior of the assignment of the individuals according to the categories of the variable considered in the survey. This corresponds to a two-stage Markov chain model. Some basic concepts of pseudo-likelihood estimation are also reviewed in Section 3. Then, in Section 4, we propose some estimators for the model parameters and the counts in the gross flows contingency table. These estimators are design-unbiased and the mathematical expressions to estimate their variance are shown in Section 5. Section 6 considers both an empirical application and a Monte Carlo simulation in order to test the
proposed methodology when the data in the survey is obtained under a simple and a complex survey design. Our simulation shows that other methodological approaches lead to biased estimation. Section 7 considers a practical application for estimating gross flows for the Pesquisa Mensal de Emprego (PME survey) in Brazil. In Section 8, we highlight the strengths and shortcomings of the proposed method. All the mathematical proofs are presented in the Appendix.

2 Motivation

2.1 Sampling designs and estimators

Consider a finite population as a set of \( N \) units, where \( N < \infty \), forming the universe of study. \( N \) is known as the population size. Each element belonging to the population can be identified with an index \( k \). Let \( U \) be the index set given by \( U = \{1,\ldots,k,\ldots,N\} \). The selection of a sample \( s = \{k_1,k_2,\ldots,k_{n(s)}\} \) is done according to a sampling design defined as the multivariate probability distribution over a support \( Q \) in a way that \( p(s) > 0 \) for every \( s \in Q \) and

\[
\sum_{s \in Q} p(s) = 1.
\]

Under a sampling design \( p() \), an inclusion probability is assigned to every element in the population in order to denote the probability that the element belongs to the sample. For the \( k \)-th element in the population this probability is denoted as \( \pi_k \) and it is known as the first order inclusion probability given by

\[
\pi_k = Pr(k \in S) = Pr(I_k = 1) = \sum_{s \ni k} p(s)
\]

where \( I_k \) is a random variable denoting the membership of the element \( k \) to the sample, and the subindex \( s \ni k \) refers to the sum over all the possible samples containing the \( k \)-th element. Analogously, \( \pi_{kl} \) is known as the second order inclusion probability and it denotes the probability that the elements \( k \) and \( l \) belong to the sample and it is given by

\[
\pi_{kl} = Pr(k \in S;l \in S) = Pr(I_k = 1;I_l = 1) = \sum_{s \ni k \ni l} p(s).
\]

The aim of the sample survey is to study a characteristic of interest \( y \) associated with every unit in the population and to estimate a function of interest \( T \), called a parameter.

\[
T = f(y_1,\ldots,y_k,\ldots,y_N).
\]

This inferential approach is known as design-based inference. Under this approach, the estimates of the parameters and their properties depend directly on the discrete probability measure related to the chosen sampling design and do not take into account the properties of the finite population. Also, the values \( y_k \) are taken as the observation for the individual \( k \) for the characteristic of interest \( y \). Also, \( y \) is considered as a fixed quantity rather than a random variable.

Then, the Horvitz-Thompson (HT) estimator can be defined as:

\[
\hat{y}_{\pi} = \sum_{k \in s} \frac{y_k}{\pi_k} = \sum_{k \in s} d_k y_k
\]
where $d_k = 1/\pi_k$ is the reciprocal of the first-order inclusion probability and it is known as the expansion factor or basic design weight. The HT estimator is unbiased for the total population $t_y = \sum y_k$, (assuming all the first-order inclusion probabilities are greater than zero) and its variance is given by

$$\text{Var}(\hat{t}_{y,x}) = \sum \sum \Delta_{kl} \frac{y_k y_l}{\pi_k \pi_l}.$$  \hfill (2.1)

where $\Delta_{kl} = \text{Cov}(I_k, I_l) = \pi_{kl} - \pi_k \pi_l$. If all the second-order inclusion probabilities are greater than zero, an unbiased estimator of (2.1) is given by

$$\text{Var}(\hat{t}_{y,x}) = \sum \sum \sum \Delta_{kl} \frac{y_k y_l}{\pi_k \pi_l}.$$  

Gambino and Silva (2009) suggest that in a household survey, the main interest is to focus on characteristics for particular household members that could be related to health variables, educational variables, income/expenses, employment status, etc. In general, the sampling designs used for this kind of survey are complex and use techniques such as stratification, clustering or unequal probabilities of selection. Some of the results from repeated surveys consider the estimation of level at a particular point of time, estimation of changes between two survey rounds and the estimation of the average level parameters over repeated rounds of a survey. Different rotation schemes and the frequency of the survey can affect considerably the precision of the estimators.

### 2.2 Pseudo-likelihood

Some authors such as Fuller (2009), Chambers and Skinner (2003, p. 179), and Pessoa and Silva (1998, chapter 5) consider the problem where the maximum likelihood estimation is appropriate for simple random samples, as is the case in Stasny (1987), but not for samples resulting from a complex survey design. Under this scheme, it is assumed that the density population function is $f(y, \theta)$ where the parameter of interest is $\theta$. If there is access to the information for the whole population, through a census, the maximum likelihood estimator of $\theta$ can be obtained by maximizing

$$L(\theta) = \sum \log f(y_k, \theta)$$

with respect to $\theta$. We will denote $\theta_N$ as the value maximizing the last expression. The likelihood equations for the population are given by

$$\sum_{k \in U} u_k(\theta) = 0.$$  

The $u_k$ are known as *scores* and they are defined as

$$u_k(\theta) = \frac{\partial \log f(y_k, \theta)}{\partial \theta}.$$  

The pseudo-likelihood approach considers that $\theta_N$ is the parameter of interest according to the information collected in a complex sample. If $\sum_{k \in U} u_k(\theta)$ is considered as the parameter of interest, it is possible to estimate it using a weighted linear estimator.
where $d_k$ is a sampling design weight such as the inverse of the inclusion probability of the individual $k$. Then, it is possible to obtain an estimator for $\theta_N$ solving the resulting equation system.

**Definition 2.1** A maximum pseudo-likelihood estimator $\hat{\theta}_s$ for $\theta_N$ corresponds to the solution of the pseudo-likelihood equations given by

$$\sum_{k \in s} d_k u_k(\theta) = 0.$$ 

Using the Taylor linearization method, the asymptotic variance of a maximum pseudo-likelihood estimator based on the sampling design is given by

$$V_p(\hat{\theta}_s) \approx \left[ J(\theta_N) \right]^{-1} V_p \left[ \sum_{k \in s} d_k u_k(\theta_N) \right] \left[ J(\theta_N) \right]^{-1}$$

where $V_p \left[ \sum_{k \in s} d_k u_k(\theta_N) \right]$ is the variance of the estimator for the population total of the scores based on the sampling design and

$$J(\theta_N) = \left. \frac{\partial \sum_{k \in s} u_k(\theta)}{\partial \theta} \right|_{\theta = \theta_N}.$$ 

An estimator for $V_p(\hat{\theta}_s)$ is given by

$$\hat{V}_p(\hat{\theta}_s) = \left[ \hat{j}(\hat{\theta}_s) \right]^{-1} \hat{V}_p \left[ \sum_{k \in s} d_k u_k(\hat{\theta}_s) \right] \left[ \hat{j}(\hat{\theta}_s) \right]^{-1}$$

where $\hat{V}_p \left[ \sum_{k \in s} d_k u_k(\hat{\theta}_s) \right]$ is a consistent estimator for the variance of the estimator of the population total of the scores and

$$\hat{j}(\hat{\theta}_s) = \left. \frac{\partial \sum_{k \in s} d_k u_k(\theta)}{\partial \theta} \right|_{\theta = \theta_s}.$$ 

Then, following Binder (1983), the asymptotic distribution of $\hat{\theta}_s$ is normal since

$$\hat{V}_p(\hat{\theta}_s)^{-1/2} \left( \hat{\theta}_s - \theta_N \right) \sim N(0,1).$$

These definitions offer a solid background for the correct inference when using large samples as is the case in labour force surveys.

### 2.3 Nonresponse

Särndal and Lundström (2005) state that nonresponse has been a topic of increasing interest in national statistical offices during the last decades. Also, in the sampling survey literature, the attention to this topic
has increased considerably. Nonresponse is a common non-desirable issue in the development of a survey that can affect considerably the quality of the estimates.

Lohr (1999) discusses several types of nonresponse mechanisms:

- The nonresponse mechanism is ignorable when the probability of an individual responding to the survey does not depend on the characteristic of interest. Note that the word "ignorable" makes reference to a model explaining the mechanism.

- On the other hand, the nonresponse mechanism is non-ignorable when the probability of an individual responding to the survey depends on the characteristic of interest. For example, in a labour survey, the possibility of response may depend on the labour force classification of the individuals in a household.

Lumley (2009, chapter 9) analyses individual nonresponse with partial data for a respondent considering a design-based approach adjusting the sampling weights. Fuller (2009, chapter 5) considers some imputation techniques for the nonresponse treatment through probabilistic models and sampling weights. Särndal (2011) considers a model-based approach through balanced sets in order to achieve higher representativeness of the estimates. In the same way, Särndal and Lundström (2010) propose a set of indicators in order to judge the effectiveness of auxiliary information in order to control the bias generated by nonresponse. Särndal and Lundström (2005) give a large number of references about nonresponse. These references examine two main complementary aspects in a survey: prevention of the problem of nonresponse (before it happens) and estimation techniques in order to take into account nonresponse in the inference process. This second aspect is known as adjustment for nonresponse.

3 Markov models for contingency tables with nonresponse

Consider the problem of estimating gross flows between two consecutive periods of time using categorical data obtained from a panel survey and under nonresponse. Also, suppose that the outcome of every interview is the classification of the respondent into any of $G$ possible pairwise disjoint categories, and the aim is to estimate the gross flows between these categories using the information from individuals who were interviewed at two consecutive periods of time. Individuals who either did not answer in one or two periods or were excluded or included for only one of the two periods shall not have a definite classification among the categories. Then, there is one group of individuals with classification between the two periods, a group of individuals who only have the information for one of the two periods and a group of individuals who did not respond in any of the two periods of the survey.

For those individuals responding on times $t-1$ and $t$, the classification data can be summarized in a matrix of dimension $G \times G$. The available information for those individuals not responding the survey at time $t-1$ but responding at time $t$ can be summarized in a column complement; the information for those individuals not responding at time $t$ but responding at time $t-1$ can be summarized in a row complement. Finally, individuals not responding at any of the two times are included in a single cell counting the number of individuals with missing data at both times.
The whole matrix is illustrated in Table 3.1, where \( N_{ij} \) \((i,j=1,\ldots,G)\) denotes the number of individuals in the population having classification \( i \) at time \( t-1 \) and classification \( j \) at time \( t \), \( R_i \) denotes the number of individuals not responding at time \( t \) and having classification \( i \) at time \( t-1 \), \( C_j \) denotes the number of individuals not responding at time \( t-1 \) and had classification \( j \) at time \( t \), and \( M \) denotes the number of individuals in the sample not responding in any of the two times. It is important to mention that this analysis does not take into account nonresponse due to the rotation in the survey; it only takes into account individuals belonging to the matched sample ignoring those individuals not responding because they were not selected in the sample.

### Table 3.1
Gross flows at two consecutive periods of time.

<table>
<thead>
<tr>
<th>Time ( t-1 )</th>
<th>1</th>
<th>2</th>
<th>( \ldots )</th>
<th>( G )</th>
<th>Row complement</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( N_{11} )</td>
<td>( N_{12} )</td>
<td>( \ldots )</td>
<td>( N_{1G} )</td>
<td>( R_1 )</td>
</tr>
<tr>
<td>2</td>
<td>( N_{21} )</td>
<td>( N_{22} )</td>
<td>( \ldots )</td>
<td>( N_{2G} )</td>
<td>( R_2 )</td>
</tr>
<tr>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
</tr>
<tr>
<td>( G )</td>
<td>( N_{G1} )</td>
<td>( N_{G2} )</td>
<td>( \ldots )</td>
<td>( N_{GG} )</td>
<td>( R_G )</td>
</tr>
<tr>
<td>Column complement</td>
<td>( C_1 )</td>
<td>( C_2 )</td>
<td>( \ldots )</td>
<td>( C_G )</td>
<td>( M )</td>
</tr>
</tbody>
</table>

This paper considers ideas from Stasny (1987) and Chen and Fienberg (1974) - in the sense of considering a maximum likelihood approach in contingency tables for partially classified data - and data resulting from a two-stage process as follows:

1. In the first stage (nonobservable), the individuals are located among the cells of a matrix \( G \times G \) according to the probabilities of a Markov chain process. Let \( \eta_i \) be the initial probability of an individual being at the category \( i \) at the time \( t-1 \) with \( \sum \eta_i = 1 \), and \( p_{ij} \) be the transition probability from the category \( i \) to category \( j \), where \( \sum p_{ij} = 1 \) for every \( i \).

2. In the second stage (observable) of the process, every individual in cell \( ij \) can either be nonrespondent at time \( t-1 \), losing the classification by row; nonrespondent at time \( t \), losing the classification by column; or nonrespondent at both times, losing both classifications.
   - Let \( \psi \) be the initial probability of an individual in cell \( ij \) responding at time \( t-1 \).
   - Let \( \rho_{RR} \) be the transition probability of classification of the individual in cell \( ij \) responding at time \( t-1 \) and responding at time \( t \).
   - Let \( \rho_{MM} \) be the transition probability of an individual in cell \( ij \) being a nonrespondent at time \( t-1 \) and becoming a nonrespondent at time \( t \).

These probabilities do not depend on the classification stage of the individual.
Data is observed only after the second stage. The aim is to make inferences for the probabilities in the Markov chain process generating the data but also in the chain generating the nonresponse mechanism. In the context of this two-stage model, the corresponding probabilities are shown in Table 3.2.

Table 3.2
Gross flow probabilities at two consecutive times.

<table>
<thead>
<tr>
<th>Time $t - 1$</th>
<th>1</th>
<th>2</th>
<th>...</th>
<th>$j$</th>
<th>...</th>
<th>G</th>
<th>Row complement</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$i$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>${ \eta_p \gamma \rho_{RR} }$</td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$G$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\sum \eta_p \gamma (1 - \rho_{RR})$</td>
</tr>
<tr>
<td>Column complements</td>
<td>${ \sum \eta_p (1 - \gamma)(1 - \rho_{MM}) }$</td>
<td>$\sum \eta_p \sum_j (1 - \gamma) \rho_{MM}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In this way, the likelihood function for the observed data under this two-stage model is proportional to

$$
\prod_i \prod_j \left[ \gamma \rho_{RR} \eta_p \gamma \rho_{RR} \right]^{\delta_{ij}} \times \prod_i \left[ \sum_j (1 - \gamma)(1 - \rho_{MM}) \eta_p \gamma \rho_{RR} \right]^{\eta_{ij}} \times \prod_j \left[ \sum_i (1 - \gamma)(1 - \rho_{MM}) \eta_p \gamma \rho_{RR} \right]^{c_{ij}} \times \left[ \sum_i (1 - \gamma) \rho_{MM} \eta_p \gamma \rho_{RR} \right]^{\gamma_{ij}}.
$$

(3.1)

3.1 Parameters of interest

Data are only observed after the second stage and the aim is to make inferences for both the probabilities at the Markov chain generating the data and the chain generating nonresponse. Under this two-stage model, the probabilities of the matrix of data are shown in Table 3.2 and they constitute some of the parameters of interest.

On the other hand, coming from the non-observable process, it is necessary to consider other parameters of interest as follows. Suppose a finite population $U$ exists, having a classification in two periods of time for all its individuals. This is a non-observable process as, even when census data is obtained, it would be not possible to have a complete classification since not all the individuals will be willing to respond. Considering this non-observable process and assuming that there are $G$ possible classifications at each time, the distribution of the gross flows at the population level are shown in Table 3.3.

$X_{ij}$ is the number of units at the finite population with classification $i$ at time $t - 1$ and classification $j$ at time $t$ ($i, j = 1, \ldots, G$). The population size, $N$, must satisfy the expression:

$$
N = \sum_i \sum_j X_{ij}.
$$
Table 3.3
Population gross flows (non-observable process) at two consecutive periods of time.

<table>
<thead>
<tr>
<th>Time $t-1$</th>
<th>1</th>
<th>2</th>
<th>$\cdots$</th>
<th>$j$</th>
<th>$\cdots$</th>
<th>$G$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$X_{11}$</td>
<td>$X_{12}$</td>
<td>$\cdots$</td>
<td>$X_{1j}$</td>
<td>$\cdots$</td>
<td>$X_{1G}$</td>
</tr>
<tr>
<td>2</td>
<td>$X_{21}$</td>
<td>$X_{22}$</td>
<td>$\cdots$</td>
<td>$X_{2j}$</td>
<td>$\cdots$</td>
<td>$X_{2G}$</td>
</tr>
<tr>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\ddots$</td>
<td>$\vdots$</td>
<td>$\ddots$</td>
<td>$\vdots$</td>
</tr>
<tr>
<td>$i$</td>
<td>$X_{i1}$</td>
<td>$X_{i2}$</td>
<td>$\cdots$</td>
<td>$X_{ij}$</td>
<td>$\cdots$</td>
<td>$X_{iG}$</td>
</tr>
<tr>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\ddots$</td>
<td>$\vdots$</td>
<td>$\ddots$</td>
<td>$\vdots$</td>
</tr>
<tr>
<td>$G$</td>
<td>$X_{G1}$</td>
<td>$X_{G2}$</td>
<td>$\cdots$</td>
<td>$X_{Gj}$</td>
<td>$\cdots$</td>
<td>$X_{GG}$</td>
</tr>
</tbody>
</table>

Following the non-observable process from the last section, it is supposed that the vector corresponding to the entries at the last contingency table follows a multinomial distribution with a probability vector containing the values $\{\eta_ip_g\}_{i,j=1,\ldots,G}$. This assumes a superpopulation model where the contingency table counts are considered random. In terms of notation, the probability measure considering these counts will be denoted with the subindex $\xi$. Then, the probability of classification at cell $i,j$ for the $k$-th individual is

$$P_\xi(k\text{ has got a classification } i \text{ at } t-1 \text{ and classification } j \text{ at } t) = P_\xi(k\text{ has got a classification } i \text{ at } t-1) \times P_\xi(k\text{ has got a classification } j \text{ at } t | k\text{ has got a classification } i \text{ at } t-1)$$

$$= \eta_ip_g.$$  

This treats $X_{ij}$ as a random variable and if the finite population has $N$ individuals, its expected value based on the model is given by

$$E_\xi(X_{ij}) = N\eta_ip_g = \mu_{ij}.$$  \hspace{1cm} (3.2)

Note that this expected value $\mu_{ij}$ is one of the most important parameters to be estimated on this paper as it corresponds to the expected value of the gross flows at the population of interest at the two consecutive periods. On the other hand, it is also important to understand that $\mu_{ij}$ is a parameter for the two-stage model. Also, the estimators for $\eta_i$ and $p_g$ are interdependent and determined by the estimations of the defined parameters at the second stage. Let $\eta$ be the vector containing the parameters $\eta_i$; and $p$ be the vector containing the parameters $p_g$, for every $i,j=1,\ldots,G$. The final parameters of interest are:

- the model parameters, determined by the vector

$$\theta = (\psi', \rho_{kk}', \rho_{MM}', \eta', p')';$$

- the expected value vector of the population counts defined as

$$\mu = (\mu_1, \ldots, \mu_j, \ldots, \mu_{GG})'.$$
4 Estimation of the parameters of interest

Let \( N_{ij} \) be the total number of respondents for the population of interest having a classification \( i \) at time \( t-1 \) and \( j \) at time \( t \). Let \( R_i \) be the total number of individuals in the population not responding at time \( t \) but responding at time \( t-1 \) with classification \( i \). Let \( C_j \) denote the total number of individuals in the population not responding at time \( t-1 \) but responding at time \( t \) with classification \( j \) and finally let \( M \) be the total number of individuals at the population not responding at any of the two periods of observation. It follows that the total size of the population, \( N \), must satisfy:

\[
N = \sum_i \sum_j N_{ij} + \sum_j C_j + \sum_i R_i + M.
\]

Defining the following characteristics of interest, it is possible to define the parameters of interest:

\[
y_{ik} = \begin{cases} 
1, & \text{if the } k \text{-th individual responds at } t-1 \text{ with classification } i; \\
0, & \text{otherwise.}
\end{cases}
\]

\[
y_{2jk} = \begin{cases} 
1, & \text{if the } k \text{-th individual responds at } t \text{ with classification } j; \\
0, & \text{otherwise.}
\end{cases}
\]

Then, the product of these quantities, defined as \( y_{ik}y_{2jk} \), corresponds to a new characteristic of interest taking the value one if the individual has responded at both times and is classified in the cell \( ij \), or zero otherwise. Also,

\[
N_{ij} = \sum_{k \in U} y_{ik}y_{2jk}.
\]

Define the following dichotomic characteristics:

\[
z_{1k} = \begin{cases} 
1, & \text{if the } k \text{-th individual responds at } t-1; \\
0, & \text{otherwise.}
\end{cases}
\]

\[
z_{2k} = \begin{cases} 
1, & \text{if the } k \text{-th individual responds at } t; \\
0, & \text{otherwise.}
\end{cases}
\]

It follows that

\[
R_i = \sum_{k \in U} y_{ik} (1 - z_{2k})
\]

\[
C_j = \sum_{k \in U} y_{2jk} (1 - z_{1k})
\]

\[
M = \sum_{k \in U} (1 - z_{ik})(1 - z_{2k}).
\]

Let \( w_k \) denote the weight for the \( k \)-th individual corresponding to a specific sampling strategy (sampling design and estimator) in both waves. Then the following expressions represent the estimators of the parameters of interest:
\[ \hat{N}_j = \sum_{k \in S} w_k y_{1k} y_{2,jk} \]
\[ \hat{R}_j = \sum_{k \in S} w_k y_{1k} (1 - z_{2k}) \]
\[ \hat{C}_j = \sum_{k \in S} w_k y_{2,jk} (1 - z_{ik}) \]
\[ \hat{M} = \sum_{k \in S} w_k (1 - z_{ik})(1 - z_{2k}) \]

for \( N_j \), \( R_i \), \( C_j \) and \( M \), respectively. Note that an unbiased estimation for the population size is given by

\[ \hat{N} = \sum_i \sum_j \hat{N}_j + \sum_j \hat{C}_j + \sum_i \hat{R}_i + \hat{M} = \sum_i w_i v_k \]

where

\[ v_k = \sum_i y_{1i} \sum_j y_{2,jk} + \sum_j y_{2,jk} (1 - z_{ik}) + \sum_i y_{1ik} (1 - z_{2k}) + (1 - z_{ik})(1 - z_{2k}) \]

Taking into account the functional form of all the parameters of interest, and noticing that the likelihood function of the model is proportional to (3.1), we arrive at the following result.

**Result 4.1**

The log-likelihood for the observed data at the population can be rewritten as

\[ l_U = \sum_{k \in u} f_k (\psi, \rho_{RR}, \rho_{MM}, \eta, p, y_1, y_2, z_1, z_2) \]

where

\[ f_k (\psi, \rho_{RR}, \rho_{MM}, \eta, p, y_1, y_2, z_1, z_2) \]
\[ = \sum_i \sum_j y_{1i} y_{2,jk} \ln \left( \psi \rho_{RR} \eta, p_j \right) \]
\[ + \sum_j y_{1i} (1 - z_{2k}) \ln \left( \sum_j y \left( 1 - \rho_{RR} \right) \eta, p_j \right) \]
\[ + \sum_j y_{2,jk} (1 - z_{ik}) \ln \left( \sum_i y \left( 1 - \rho_{MM} \right) \eta, p_j \right) \]
\[ + (1 - z_{ik})(1 - z_{2k}) \ln \left( \sum_j \sum_i \left( 1 - \psi \right) \rho_{MM} \eta, p_j \right) \]

where \( y_1 \) is a vector containing the characteristics \( y_{1i} \), \( y_2 \) is a vector containing the characteristics \( y_{2,jk} \), \( z_1 \) is a vector containing the characteristics \( z_{ik} \), and \( z_2 \) is a vector containing the characteristics \( z_{2k} \) (for every \( k = 1, \ldots, N \) and \( i, j = 1, \ldots, G \)).

Now, in order to obtain estimators of the parameters, it is necessary to maximize this last function. Using standard techniques of maximum likelihood, the corresponding likelihood equations are given by

\[ \sum_{k \in u} u_k (\theta) = 0 \]

where the vector \( u_k \), commonly known as scores, is defined by
Also, as it is not usual to survey the whole population, a probability sample is selected and the
expression \( \sum_{k \in S} u_k(\theta) \) is considered as a population parameter. In this way, considering \( w_k = 1/\pi_k \) as the
corresponding sampling weights, an unbiased estimator for this sum of scores is defined as
\( \sum_{k \in S} w_k u_k(\theta) \). The next expression is known as the pseudo-likelihood equation and it is an effective way
to find estimators for the model parameters taking into account the sampling weights:

\[
\sum_{k \in S} w_k u_k(\theta) = 0.
\]

It is assumed that for the model in this paper, the initial probability of an individual responding at time
\( t - 1 \) is the same for all the possible classifications in the survey. Also, the transition probabilities between
respondents and nonrespondents do not depend on the classification of the individual in the survey, \( \rho_{MM} \)
and \( \rho_{RR} \). Considering these assumptions, the following results will let the estimation of the Markov model
probabilities take into account the sampling weights.

**Result 4.2** Under the assumptions of the model, the resulting maximum pseudo-likelihood estimators for \( \psi \), \( \rho_{RR} \) and \( \rho_{MM} \) are given by

\[
\hat{\psi}_{\text{mpv}} = \frac{\sum_j \sum_j \hat{N}_{ij} + \sum_i \hat{R}_i}{\sum_j \sum_j \hat{N}_{ij} + \sum_i \hat{R}_i + \sum_j \hat{C}_j + \hat{M}}
\]

\[
\hat{\rho}_{\text{RR,mpv}} = \frac{\sum_j \sum_j \hat{N}_{ij}}{\sum_j \sum_j \hat{N}_{ij} + \sum_i \hat{R}_i}
\]

\[
\hat{\rho}_{\text{MM,mpv}} = \frac{\hat{M}}{\sum_j \hat{C}_j + \hat{M}}
\]

respectively.

**Result 4.3** Under the assumptions of the model, the resulting maximum pseudo-likelihood estimators for \( \eta \) and \( p_{ij} \) are obtained through iteration until convergence of the next expressions

\[
\hat{\eta}_{\text{mpv}}^{(v+1)} = \frac{\sum_j \hat{N}_{ij} + \hat{R}_i + \sum_j (\hat{C}_j \hat{\eta}_{ij}^{(v)} \hat{p}_{ij}^{(v)}/\sum_j \hat{\eta}_{ij}^{(v)} \hat{p}_{ij}^{(v)})}{\sum_j \sum_j \hat{N}_{ij} + \sum_i \hat{R}_i + \sum_j \hat{C}_j}
\]

\[
\hat{p}_{\text{mpv}}^{(v+1)} = \frac{\hat{N}_{ij} + (\hat{C}_j \hat{\eta}_{ij}^{(v)} \hat{p}_{ij}^{(v)}/\sum_j \hat{\eta}_{ij}^{(v)} \hat{p}_{ij}^{(v)})}{\sum_j \hat{N}_{ij} + \sum_j (\hat{C}_j \hat{\eta}_{ij}^{(v)} \hat{p}_{ij}^{(v)}/\sum_j \hat{\eta}_{ij}^{(v)} \hat{p}_{ij}^{(v)})}
\]

respectively. The superindex \( (v) \) denotes the value of the estimation for the parameters of interest at the
\( v \)-th iteration.
The results before provide an exhaustive frame for the implementation of the two-stage Markovian model in order to take into account the sampling weights in longitudinal surveys. Another question of interest is how to choose the initial values \( \{\hat{\eta}_i^{(0)}\} \) and \( \{\hat{p}_{ij}^{(0)}\} \). In general, any set of values is valid if they follow the initial restrictions. These are

\[
\sum_i \hat{\eta}_i^{(0)} = 1
\]

\[
\sum_j \hat{p}_{ij}^{(0)} = 1.
\]

However, following the guidelines at Chen and Fienberg (1974) and considering the hypothetical case where all of the individuals responded in both periods, then \( M = 0, R_i = 0 \) (for every \( i = 1, \ldots, G \)) and \( C_j = 0 \) (for every \( j = 1, \ldots, G \)) and their sampling estimations are also null. Given this, and considering the expressions of the resulting estimators, a sensible choice is given by

\[
\hat{\eta}_i^{(0)} = \frac{\sum_j \hat{N}_j}{\sum_i \sum_j \hat{N}_j} \quad \text{and} \quad \hat{p}_{ij}^{(0)} = \frac{\hat{N}_j}{\sum_j \hat{N}_j}.
\]

Lastly, this iterative approach is commonly implemented for estimation problems by maximum likelihood in contingency tables. However, some approaches for the fit of log-linear models in contingency tables for complex survey designs can be found at Clogg and Eliason (1987), Rao and Thomas (1988), Skinner and Vallet (2010), among others. The next result provides an approach to gross flow estimation considering the sampling weights at both periods of interest.

**Result 4.4** Under the assumptions of the model, a sampling estimator of \( \mu_{ij} \) is

\[
\hat{\mu}_{ij,\text{mpv}} = \hat{N}_i \hat{\eta}_{i,\text{mpv}} \hat{p}_{ij,\text{mpv}}.
\]

### 5 Properties of the estimators

Following Cassel, Särndal and Wretman (1976), the aim of considering a survey sampling approach is to gather information from just a subset (sample) of units in the finite population that enable us to obtain conclusion for the whole population. During this process, the statistician must face the randomness sources defining the complex stochastic behavior of the inferential process. Although this paper considers the sampling design as the probability measure determining the inference for the parameters and the model, it is necessary to understand that the proposed Markovian model provides another correctly defined measure of probability. Now we obtain some properties of the estimators proposed in the last section.
The aim of this paper is to incorporate the sampling weights in the proposed model and then it is important to get approximately unbiased estimators with respect to the probability measure related to the sampling design for $\theta$ and $\mu$. The following results show some properties of the proposed estimators considered under the complex survey design. In terms of notation, the probability measure induced for the sampling design will be denoted with the subindex $p$. The following results provide the maximum likelihood estimators for the parameters of interest when instead of getting a sample, the measurement is obtained through a census or complete enumeration of the individuals in the population.

**Result 5.1** Suppose there is complete access to the whole population and the log-likelihood function of the model is given by (4.1), then the maximum likelihood estimators, under the model assumptions are

$$
\psi_U = \frac{\sum_i \sum_j N_{ij} + \sum_i R_i}{\sum_i \sum_j N_{ij} + \sum_i R_i + \sum_j C_j + M}
$$

$$
\rho_{RR,U} = \frac{\sum_i \sum_j N_{ij} + \sum_i R_i}{\sum_i \sum_j N_{ij} + \sum_i R_i + \sum_j C_j + M}
$$

$$
\rho_{MM,U} = \frac{M}{\sum_j C_j + M}
$$

$$
\eta_{ij,U}^{(v+)} = \frac{\sum_j N_{ij} + R_i + \sum_j \left( C_j \tilde{\eta}_{ij}^{(v)} \tilde{p}_{ij}^{(v)} / \sum_i \tilde{\eta}_{ij}^{(v)} \tilde{p}_{ij}^{(v)} \right)}{\sum_i \sum_j N_{ij} + \sum_i R_i + \sum_j C_j}
$$

(5.1)

$$
P_{yj,U}^{(v+)} = \frac{N_{ij} + \left( C_j \tilde{\eta}_{ij}^{(v)} \tilde{p}_{ij}^{(v)} / \sum_i \tilde{\eta}_{ij}^{(v)} \tilde{p}_{ij}^{(v)} \right)}{\sum_j N_{ij} + \sum_j \left( C_j \tilde{\eta}_{ij}^{(v)} \tilde{p}_{ij}^{(v)} / \sum_i \tilde{\eta}_{ij}^{(v)} \tilde{p}_{ij}^{(v)} \right)}
$$

(5.2)

where (5.1) and (5.2) must be jointly iterated to convergence.

**Result 5.2** Under the model assumptions, a maximum likelihood estimator of $\mu_{yj}$ is

$$
\mu_{yj,U} = N \times \eta_{ij,U} \times p_{yj,U}
$$

where $N$ corresponds to the population size and $\eta_{ij,U}$ and $p_{yj,U}$ are defined by the last result, respectively.

Note that both $\theta$ and $\mu$ can be defined as descriptive population quantities. Based on the inference approach induced by the maximum likelihood method, there exist estimators $\theta_U = (\psi_U, \rho_{RR,U}, \rho_{MM,U}, \eta_{ij,U}, \eta_{ij,U})'$ and $\mu_U = (\mu_{1U}, \ldots, \mu_{yj,U}, \ldots, \mu_{GG,U})'$ defined as the corresponding descriptive population quantities making $\theta_{mpv}$ and $\mu_{mpv}$ consistent with regard to the sampling design in
the sense of definition 2 in Pfeffermann (1993). Note also that \( \theta_U \) and \( \mu_U \) can be calculated only if there is access to the whole finite population.

Following Pessoa and Silva (1998, p. 79), it is possible to assess that under some regularity conditions, it follows that \( \theta_U - \theta = o_p(1) \) and \( \mu_U - \mu = o_p(1) \). Also, as in many sampling surveys, both the population and the sample size are generally large, then an appropriate estimator of \( \theta_U \) is also an appropriate estimator for \( \theta \), and an appropriate estimator for \( \mu_U \) will be an appropriate estimator for \( \mu \).

In the next section, we explore the properties of the estimators proposed above and we discuss about their suitability for our research problem.

5.1 Properties of the count estimators

Result 5.3 The estimators \( \hat{N}_y \), \( \hat{R}_i \), \( \hat{C}_j \), \( \hat{M} \), and \( \hat{N} \) defined in Section 4 are unbiased with regard to the sampling design.

The proof is quite immediate. The weighting factor \( w_k \) corresponds to the inverse of \( \pi_k \), the inclusion probability associated to the \( k \)-th element. All the estimators are of the Horvitz-Thompson class and therefore are unbiased.

Result 5.4 Making \( w_k = 1/\pi_k \), the corresponding variances for \( \hat{N}_y \), \( \hat{R}_i \), \( \hat{C}_j \), \( \hat{M} \) and \( \hat{N} \), are given by

\[
\begin{align*}
Var_p(\hat{N}_y) &= \sum_{U} \Delta_{ij} \frac{y_{ik} y_{2jk} y_{1il} y_{2jl}}{\pi_k \pi_i}, \\
Var_p(\hat{R}_i) &= \sum_{U} \Delta_{ij} \frac{y_{1ik} (1 - z_{ik}) y_{1il} (1 - z_{il})}{\pi_k \pi_i}, \\
Var_p(\hat{C}_j) &= \sum_{U} \Delta_{ij} \frac{y_{2jk} (1 - z_{ik}) y_{2jl} (1 - z_{il})}{\pi_k \pi_i}, \\
Var_p(\hat{M}) &= \sum_{U} \Delta_{ij} \frac{(1 - z_{ik})(1 - z_{il})}{\pi_k \pi_i}, \\
Var_p(\hat{N}) &= \sum_{U} \Delta_{ij} \frac{v_k v_l}{\pi_k \pi_i}.
\end{align*}
\]

Unbiased estimators for these variances, respectively, are given by

\[
\begin{align*}
\widehat{Var}_p(\hat{N}_y) &= \sum_s \Delta_{ik} \frac{y_{ik} y_{1ik} y_{2ik} y_{1il} y_{2il}}{\pi_k \pi_i}, \\
\widehat{Var}_p(\hat{R}_i) &= \sum_s \Delta_{ik} \frac{y_{1ik} (1 - z_{ik}) y_{1il} (1 - z_{il})}{\pi_k \pi_i}, \\
\widehat{Var}_p(\hat{C}_j) &= \sum_s \Delta_{ik} \frac{y_{2ik} (1 - z_{ik}) y_{2il} (1 - z_{il})}{\pi_k \pi_i}.
\end{align*}
\]
\[ \hat{\text{Var}}_{p}(\hat{M}) = \sum \sum \frac{\Delta_{kl}(1-z_{iw})(1-z_{iv})}{\pi_{k}\pi_{i}} \]
\[ \hat{\text{Var}}_{p}(\hat{N}) = \sum \sum \frac{\Delta_{kl}v_{k}v_{l}}{\pi_{k}\pi_{i}}. \]

On the other hand, if the \( w_{k} \) correspond to calibration weights, then all the estimators considered are asymptotically unbiased and proofs are given in Deville and Särndal (1992). Their corresponding variances are given by Kim and Park (2010).

### 5.2 Properties of the model probabilities estimators

**Result 5.5** The first-order Taylor approximation for the estimator \( \psi_{\text{mpv}} \), defined at the result 4.2 above, around the point \( (N_{y}, R_{i}, C_{j}, M) \) and \( i, j = 1, \ldots, G \), is given by the expression

\[ \hat{\psi}_{\text{mpv}} \cong \hat{\psi}_{0} = \psi_{U} + a_{1} \sum_{i} \sum_{j} (\hat{N}_{y} - N_{y}) + a_{2} \sum_{i} (\hat{R}_{i} - R_{i}) \]

\[ + a_{2} \sum_{j} (\hat{C}_{j} - C_{j}) + a_{2} (\hat{M} - M) \]

with

\[ a_{1} = \frac{\sum_{j} C_{j} + M}{\left( \sum_{i} \sum_{j} N_{y} + \sum_{i} R_{i} + \sum_{j} C_{j} + M \right)^{2}} \]
\[ a_{2} = -\frac{\sum_{i} \sum_{j} N_{y} + \sum_{i} R_{i}}{\left( \sum_{i} \sum_{j} N_{y} + \sum_{i} R_{i} + \sum_{j} C_{j} + M \right)^{2}}. \]

**Result 5.6** The first-order Taylor approximation for the estimator \( \hat{\rho}_{\text{RR,mpv}} \), defined at the result 4.2 above, around the point \( (N_{y}, R_{i}) \) and \( i, j = 1, \ldots, G \), is given by the expression

\[ \hat{\rho}_{\text{RR,mpv}} \cong \hat{\rho}_{\text{RR,0}} = \rho_{\text{RR},U} + a_{3} \sum_{i} \sum_{j} (\hat{N}_{y} - N_{y}) + a_{4} \sum_{i} (\hat{R}_{i} - R_{i}) \]

with

\[ a_{3} = \frac{\sum_{i} R_{i}}{\left( \sum_{i} \sum_{j} N_{y} + \sum_{i} R_{i} \right)^{2}} \]
\[ a_{4} = -\frac{\sum_{i} \sum_{j} N_{y}}{\left( \sum_{i} \sum_{j} N_{y} + \sum_{i} R_{i} \right)^{2}}. \]

**Result 5.7** The first-order Taylor approximation for the estimator \( \hat{\rho}_{\text{MM,mpv}} \), defined at the result 4.2 above, around the point \( (C_{j}, M) \) and \( j = 1, \ldots, G \), is given by the expression
\[ \hat{\rho}_{MM,mpv} \equiv \hat{\rho}_{MM,0} = \rho_{MM,U} + a_5 \sum_j (\hat{C}_j - C_j) + a_6 (\hat{M} - M) \]

with

\[ a_5 = -\frac{M}{(\sum_j C_j + M)^2} \]
\[ a_6 = -\frac{\sum_j C_j}{(\sum_j C_j + M)^2} . \]

**Result 5.8** The estimators \( \hat{\psi}_{mpv}, \hat{\rho}_{MM,mpv} \) and \( \hat{\rho}_{RR,mpv} \), are approximately unbiased for \( \psi_U, \rho_{MM,U}, \rho_{RR,U} \).

**Result 5.9** The estimators \( \hat{\eta}_{i,mpv} \) and \( \hat{p}_{ij,mpv} \), are approximately unbiased for \( \eta_{i,U} \) and \( p_{ij,U} \).

**Result 5.10** The approximate variances for the estimators \( \hat{\psi}_{mpv}, \hat{\rho}_{MM,mpv} \) and \( \hat{\rho}_{RR,mpv} \), are given by

\[ AV_p(\hat{\psi}_{mpv}) = V_p\left( \sum_s \frac{E^\psi_k}{\pi_k} \right) = \sum_{s,s} \Delta_{kk} \frac{E^\psi_k}{\pi_k} \frac{E^\psi_l}{\pi_l} \]
\[ AV_p(\hat{\rho}_{RR,mpv}) = V_p\left( \sum_s \frac{E^{RR}_k}{\pi_k} \right) = \sum_{s,s} \Delta_{kk} \frac{E^{RR}_k}{\pi_k} \frac{E^{RR}_l}{\pi_l} \]
\[ AV_p(\hat{\rho}_{MM,mpv}) = V_p\left( \sum_s \frac{E^{MM}_k}{\pi_k} \right) = \sum_{s,s} \Delta_{kk} \frac{E^{MM}_k}{\pi_k} \frac{E^{MM}_l}{\pi_l} \]

where

\[ E^\psi_k = a_1 (2 - z_{2k}) + a_2 (1 - z_{1k}) (2 - z_{2k}) \]
\[ E^{RR}_k = a_3 + a_4 (1 - z_{1k}) \]
\[ E^{MM}_k = a_5 (1 - z_{1k}) + a_6 (1 - z_{1k}) (1 - z_{2k}) . \]

**Result 5.11** Unbiased estimators for the approximate variances of the estimators \( \hat{\psi}_{mpv}, \hat{\rho}_{MM,mpv} \) and \( \hat{\rho}_{RR,mpv} \), are given by

\[ \hat{V}(\hat{\psi}_{mpv}) = \sum_s \sum_s \frac{\Delta_{kk}}{\pi_k} \frac{E^\psi_k}{\pi_k} \frac{E^\psi_l}{\pi_l} \]
\[ \hat{V}(\hat{\rho}_{RR,mpv}) = \sum_s \sum_s \frac{\Delta_{kk}}{\pi_k} \frac{E^{RR}_k}{\pi_k} \frac{E^{RR}_l}{\pi_l} \]
\[ \hat{V}(\hat{\rho}_{MM,mpv}) = \sum_s \sum_s \frac{\Delta_{kk}}{\pi_k} \frac{E^{MM}_k}{\pi_k} \frac{E^{MM}_l}{\pi_l} \]

respectively, where
\[
\begin{align*}
\epsilon_k^e &= \hat{a}_1 (2-z_{2k}) + \hat{a}_2 (1-z_{1k})(2-z_{2k}) \\
\epsilon_k^{RR} &= \hat{a}_3 + \hat{a}_4 (1-z_{2k}) \\
\epsilon_k^{MT} &= \hat{a}_5 (1-z_{1k}) + \hat{a}_6 (1-z_{1k})(1-z_{2k}) \\
\end{align*}
\]

and
\[
\begin{align*}
\hat{a}_1 &= \frac{\sum_i \hat{C}_j + \hat{M}}{(\sum_i \sum_j \hat{N}_{ij} + \sum_i \hat{R}_i + \sum_j \hat{C}_j + \hat{M})^2} \\
\hat{a}_2 &= -\frac{\sum_i \hat{N}_{ij} + \sum_i \hat{R}_i}{(\sum_i \sum_j \hat{N}_{ij} + \sum_i \hat{R}_i + \sum_j \hat{C}_j + \hat{M})^2} \\
\hat{a}_3 &= -\frac{\sum_i \hat{R}_i}{(\sum_i \sum_j \hat{N}_{ij} + \sum_i \hat{R}_i)^2} \\
\hat{a}_4 &= -\frac{\sum_i \hat{N}_{ij}}{(\sum_i \sum_j \hat{N}_{ij} + \sum_i \hat{R}_i)^2} \\
\hat{a}_5 &= -\frac{\hat{M}}{(\sum_j \hat{C}_j + \hat{M})^2} \\
\hat{a}_6 &= -\frac{\sum_j \hat{C}_j}{(\sum_j \hat{C}_j + \hat{M})^2}.
\end{align*}
\]

**Result 5.12** The approximate variances for the estimators \(\hat{\eta}_{i,mpv}\) and \(\hat{p}_{ij,mpv}\) are given by
\[
\begin{align*}
AV_p \left( \hat{\eta}_{i,mpv} \right) &= \frac{1}{(J_{\eta})^2} \sum_u \sum_u \Delta_{ul} \frac{u_k(\eta)}{\pi_k} \frac{u_i(\eta)}{\pi_i} \\
AV_p \left( \hat{p}_{ij,mpv} \right) &= -\frac{1}{(J_{p})^2} \sum_u \sum_u \Delta_{ul} \frac{u_k(p)}{\pi_k} \frac{u_i(p)}{\pi_i}
\end{align*}
\]

where
\[
\begin{align*}
\frac{u_k(\eta)}{\eta} &= \frac{\sum_j y_{1jk} y_{2jk} + y_{1ik} (1-z_{2k})}{\eta} + \sum_j y_{2jk} (1-z_{1k}) \sum_i p_{ij} (1-z_{1k})(1-z_{2k}) - 1 \\
\frac{u_k(p)}{p} &= \frac{y_{1ik} y_{2jk}}{p_{ij}} + y_{1ik} (1-z_{2k}) + y_{2jk} (1-z_{1k}) \sum_i \eta_i p_{ij} (1-z_{1k})(1-z_{2k}) \eta_i \\
&- \frac{1}{N} \left( \sum_j \hat{N}_{ij} + \hat{R}_i + \hat{M} \eta_i + \sum_j \hat{C}_j \left( \frac{\eta_i p_{ij}}{\sum_i \eta_i p_{ij}} \right) \right)
\end{align*}
\]
\[ J_{\eta} = -\frac{2}{\eta^2} \sum_U y_{1k} + \frac{1}{\eta^2} \sum_U y_{1k} z_{2k} - \sum_U (1 - z_{1k}) \sum_j \frac{y_{2jk} p_j^2}{\left( \sum_j \eta_j p_j \right)^2} \]

\[ J_{\hat{p}_{ij}} = -\frac{1}{p_j^2} \sum_U y_{1k} y_{2jk} - \frac{\eta_j^2}{\left( \sum_j \eta_j p_j \right)^2} \sum_U y_{2jk} (1 - z_{1k}) \]

**Result 5.13** Unbiased estimators for the approximate variances of the estimators \( \hat{\eta}_{i,mpv} \) and \( \hat{p}_{ij,mpv} \) are given by

\[ \hat{V}_p(\hat{\eta}_{i,mpv}) = \frac{1}{\left( \hat{J}_{\eta} \right)^2} \sum_s \sum_s \Delta_{kl} \hat{u}_k(\hat{\eta}) \hat{u}_l(\hat{\eta}) \]

\[ \hat{V}_p(\hat{p}_{ij,mpv}) = \frac{1}{\left( \hat{J}_{\hat{p}_{ij}} \right)^2} \sum_s \sum_s \Delta_{kl} \hat{u}_k(\hat{p}_j) \hat{u}_l(\hat{p}_j) \]

where

\[ \hat{u}_k(\hat{\eta}) = \sum_j y_{1k} y_{2jk} + y_{1k} (1 - z_{2k}) + \sum_j y_{2jk} (1 - z_{1k}) \sum_i \hat{\eta}_{i,mpv} \hat{p}_{ij,mpv} + (1 - z_{1k})(1 - z_{2k}) \]

\[ \hat{u}_k(\hat{p}_j) = \frac{y_{1k} y_{2jk}}{\hat{p}_{ij,mpv}} + y_{1k} (1 - z_{2k}) + y_{2jk} (1 - z_{1k}) \sum_i \hat{\eta}_{i,mpv} \hat{p}_{ij,mpv} + (1 - z_{1k})(1 - z_{2k}) \hat{\eta}_{i,mpv} \]

and

\[ \hat{J}_{\eta} = -\frac{2}{\eta^2} \sum_U y_{1k} + \frac{1}{\eta^2} \sum_U y_{1k} z_{2k} - \sum_U (1 - z_{1k}) \sum_j \frac{y_{2jk} \hat{p}_{ij,mpv}^2}{\left( \sum_j \hat{\eta}_{i,mpv} \hat{p}_{ij,mpv} \right)^2} \]

\[ \hat{J}_{\hat{p}_{ij}} = -\frac{1}{\hat{p}_{ij,mpv}^2} \sum_U y_{1k} y_{2jk} - \frac{\hat{\eta}_{i,mpv}^2}{\left( \sum_j \hat{\eta}_{i,mpv} \hat{p}_{ij,mpv} \right)^2} \sum_U y_{2jk} (1 - z_{1k}) \]

### 5.3 Properties of gross flows estimators

**Result 5.14** Under the model assumptions, the first-order Taylor approximation of the gross flows estimator given by \( \hat{\eta}_j \) and defined in result 4.4, around the point \( (N, \eta_{i,U}, p_{ij,U}) \) and \( i, j = 1, \ldots, G \), is given by

\[ \hat{\mu}_{ij,mpv} \approx \hat{\eta}_{ij,0} \]

\[ = \mu_{ij,U} + a_7 (\hat{N}_j - N_j) + a_8 (\hat{\eta}_{i,mpv} - \eta_{i,U}) + a_9 (\hat{p}_{ij,mpv} - p_{ij,U}) \]

with

\[ a_7 = \eta_{i,U} p_{ij,U} \]
\[ a_n = N_p \eta_{ij,\ell} \]

\[ a_q = N_{ij} \eta_{i,\ell} \].

**Result 5.15** The gross flows estimator \( \hat{\mu}_{ij,mpv} \) is approximately unbiased for \( \mu_{ij,\ell} \).

**Result 5.16** The following expression approximate the variance for \( \hat{\mu}_{ij,mpv} \)

\[
AV_p\left( \hat{\mu}_{ij,mpv} \right) \approx a_7^2 \text{Var}_p\left( \hat{N}_y \right) + a_8^2 AV_p\left( \hat{\eta}_{i,mpv} \right) + a_9^2 AV_p\left( \hat{p}_y \right).
\]

(5.3)

**Result 5.17** An approximately unbiased estimator for the asymptotic variance in (5.3) is given by

\[
\hat{V}_p\left( \hat{\mu}_{ij,mpv} \right) = a_7^2 \hat{V}_p\left( \hat{N}_y \right) + a_8^2 \hat{V}_p\left( \hat{\eta}_{i,mpv} \right) + a_9^2 \hat{V}_p\left( \hat{p}_y \right)
\]

with

\[
\hat{a}_7 = \hat{\eta}_{i,\ell} \hat{p}_{ij,\ell}
\]

\[
\hat{a}_8 = \hat{N}_y \hat{p}_{ij,\ell}
\]

\[
\hat{a}_9 = \hat{N}_y \hat{\eta}_{i,\ell}.
\]

### 6 Empirical application

We first consider an empirical approach in this section, through simulations that will let us assess some statistical properties such as unbiasedness and efficiency of the proposed estimators. Following the modeling proposed by Stasny (1987), we considered a two-stage simulation as follows:

- Allocation of all the individuals in the population to the different cells of a contingency table. In this first stage, we will define the initial probabilities \( \eta_i, p_y \) and,

- Nonresponse process at two consecutive periods. In this second stage, we will define the initial probabilities \( \psi, \rho_{RR} \) and \( \rho_{MM} \).

In the first stage, it was necessary to assume some conditions (non observable process) where the group classification probabilities were established at time \( t-1 \) and the conditional classification probabilities at time \( t \). In this way, every individual in the population was assumed to be classified in any of three categories: E1, E2 and E3. The state vector at time \( t \) was given by

\[
\eta = (\eta_1, \eta_2, \eta_3)' = (0.9, 0.05, 0.05)'.
\]

In this way, there is a classification probability in E1 equals to 0.9 for any individual in the population and classification probabilities in E2 and E3 equal to 0.05. The transition matrix from time \( t-1 \) to time \( t \) is given by
We assumed that the population size was $N = 100,000$ and its size would not change at the two periods of evaluation. In order to classify the individuals at the periods of time we used the R function `rmultinom` (R Development Core Team 2012). This way, the distribution of gross flows according to equation (3.2) would be given by the values in Table 6.1.

### Table 6.1
**Expected values under the model $\xi$ for the population gross flows at two consecutive periods.**

<table>
<thead>
<tr>
<th>Time $t - 1$</th>
<th>Time $t$ E1</th>
<th>Time $t$ E2</th>
<th>Time $t$ E3</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>72,000</td>
<td>13,500</td>
<td>4,500</td>
</tr>
<tr>
<td>E2</td>
<td>1,500</td>
<td>3,000</td>
<td>500</td>
</tr>
<tr>
<td>E3</td>
<td>500</td>
<td>500</td>
<td>4,000</td>
</tr>
</tbody>
</table>

### 6.1 Methodology

We considered for this empirical exercise, a Monte-Carlo with $L = 1,000$ simulations. In order to classify the individuals between respondents and non-respondents at the two periods of time, we used the function `rmultinom` from the language R. Dichotomic variables $y_{1k}$, $y_{2k}$, $z_{ik}$ and $z_{ik}$ were created using the function Domains from the library TeachingSampling (Gutiérrez 2009).

For each run of the simulation, a sample of size $n = 10,000$ was drawn. We considered a simple random sampling design (SI) along with a complex sampling design inducing unequal inclusion probabilities ($\pi$ PS). The behavior of the different proposed estimators will be assessed according to their relative bias and relative root mean square error, given by

$$RB = L^{-1} \sum_{l=1}^{L} \frac{\hat{\theta}_l - \theta}{\theta} \quad \text{and} \quad RRMSE = \sqrt{L^{-1} \sum_{l=1}^{L} \left(\frac{\hat{\theta}_l - \theta}{\theta}\right)^2}.$$ 

respectively. In those situations where the vector of inclusion probabilities was unequal, function S.piPS on the library TeachingSampling was used in order to choose a without replacement sample with inclusion probabilities proportional to an auxiliary characteristic assumed known and following a normal distribution with different parameters. The proposed methodology is compared with two other estimators: an estimator taking into account the functional shape of the model but not taking into account the sampling design and a gross flows estimator not taking into account the sampling design but assuming that the nonresponse is ignorable.

The first estimator, that we call the *Design-based estimator*, corresponds to the expressions at results 4.2, 4.3 and 4.4. The second estimator, that we shall call as *Model-based estimator*, correspond to the expressions at result 5.1, being maximum likelihood estimators not considering the sampling weights.
Finally, the third estimator, that we call the *Naive estimator* estimator expands the sampling information to the population and is given by

$$\hat{\mu}_{j,\text{ING}} = \frac{N}{\sum \sum N_y} N_y.$$  

The response probability at time $t-1$ was assumed as $\psi = 0.8$. The response probability at time $t$ for those individuals responding at time $t-1$ was assumed as $\rho_{RR} = 0.9$. Finally, the nonresponse probability at time $t$ for those individuals not responding at time $t-1$ was assumed as $\rho_{MM} = 0.7$.

Based on model $\xi$, the expected values of the responses are given in Table 6.2.

### Table 6.2
**Expected values under the model $\xi$ for the response at two consecutive periods.**

<table>
<thead>
<tr>
<th>Time $t-1$</th>
<th>Time $t$</th>
<th>Response</th>
<th>Nonresponse</th>
</tr>
</thead>
<tbody>
<tr>
<td>Response</td>
<td>72,000</td>
<td>8,000</td>
<td></td>
</tr>
<tr>
<td>Nonresponse</td>
<td>6,000</td>
<td>14,000</td>
<td></td>
</tr>
</tbody>
</table>

Taking into account the dynamics of the respondents in both periods and assuming that is possible to collect all the population information through a census, we get the classifications given in Table 6.3 below.

### Table 6.3
**Expected values under the model $\xi$ for the population gross flows (observable process) at two consecutive periods.**

<table>
<thead>
<tr>
<th>Time $t-1$</th>
<th>Time $t$</th>
<th>E1</th>
<th>E2</th>
<th>E3</th>
<th>Row complement</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>51,840</td>
<td>9,720</td>
<td>3,240</td>
<td>7,200</td>
<td></td>
</tr>
<tr>
<td>E2</td>
<td>1,080</td>
<td>2,160</td>
<td>360</td>
<td>400</td>
<td></td>
</tr>
<tr>
<td>E3</td>
<td>360</td>
<td>360</td>
<td>2,880</td>
<td>400</td>
<td></td>
</tr>
<tr>
<td>Column complement</td>
<td>4,440</td>
<td>1,020</td>
<td>540</td>
<td>14,000</td>
<td></td>
</tr>
</tbody>
</table>

### 6.2 Results

#### 6.2.1 Simple random sampling: design-based and model-based estimator

In a first empirical approach, we considered a simple random sampling without replacement as the sampling design. This sampling design induces uniform inclusion probabilities and expansion factors. Under this scenario, the design-based and model-based estimators are the same. Under this scenario the approach shows some strength according to the values of the relative biases that can be considered as negligible. This can be appreciated in Tables 6.4, 6.5 and 6.6.
Table 6.4
Relative biases in percentage and relative root mean square errors in percentage (shown in brackets) of the proposed estimator for the population gross flows.

<table>
<thead>
<tr>
<th>Time ( t-1 )</th>
<th>( E_1 )</th>
<th>( E_2 )</th>
<th>( E_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_1 )</td>
<td>0.24 (0.094)</td>
<td>-0.35 (0.189)</td>
<td>-0.49 (0.474)</td>
</tr>
<tr>
<td>( E_2 )</td>
<td>-2.89 (0.158)</td>
<td>-1.89 (0.221)</td>
<td>2.00 (0.980)</td>
</tr>
<tr>
<td>( E_3 )</td>
<td>-0.63 (0.790)</td>
<td>4.54 (0.822)</td>
<td>-0.84 (0.569)</td>
</tr>
</tbody>
</table>

Table 6.5
Relative biases in percentage and relative root mean square errors in percentage (shown in brackets) of the transition probabilities \( p_{ij} \).

<table>
<thead>
<tr>
<th>Time ( t-1 )</th>
<th>( E_1 )</th>
<th>( E_2 )</th>
<th>( E_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_1 )</td>
<td>0.13 (0.284)</td>
<td>-0.39 (0.537)</td>
<td>-1.00 (3.225)</td>
</tr>
<tr>
<td>( E_2 )</td>
<td>1.70 (1.29)</td>
<td>-2.29 (0.569)</td>
<td>8.64 (0.347)</td>
</tr>
<tr>
<td>( E_3 )</td>
<td>-6.6 (3.415)</td>
<td>2.09 (1.992)</td>
<td>0.56 (0.158)</td>
</tr>
</tbody>
</table>

Table 6.6
Relative biases in percentage and relative root mean square errors in percentage (shown in brackets) of the initial classification probabilities \( \eta_i \).

<table>
<thead>
<tr>
<th>Time ( t-1 )</th>
<th>( \eta_1 )</th>
<th>( \eta_2 )</th>
<th>( \eta_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.01 (0.094)</td>
<td>-1.42 (0.980)</td>
<td>1.74 (0.790)</td>
<td></td>
</tr>
</tbody>
</table>

Also, the relative bias in percentage for the response probability \( \psi \) was -0.23 and the relative root mean square error in percentage was 0.221; for the response probability \( \rho_{RR} \) the bias in percentage was 0.055 and the relative root mean square error in percentage was 0.031; for the nonresponse probability \( \rho_{MM} \) the bias in percentage was -0.192 and and the relative root mean square error in percentage was 0.189. On the other hand, Table 6.7 shows the empirical expected value of the gross flows for the proposed estimator and it can be appreciated that the values are very close to those given on Table 6.1.

Table 6.7
Empirical expected values for the proposed estimator for the population gross flows.

<table>
<thead>
<tr>
<th>Time ( t-1 )</th>
<th>( E_1 )</th>
<th>( E_2 )</th>
<th>( E_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_1 )</td>
<td>72,085</td>
<td>13,444</td>
<td>4,454</td>
</tr>
<tr>
<td>( E_2 )</td>
<td>1,504</td>
<td>2,889</td>
<td>535</td>
</tr>
<tr>
<td>( E_3 )</td>
<td>474</td>
<td>519</td>
<td>4,092</td>
</tr>
</tbody>
</table>
6.2.2 Simple random sampling: naive estimator

Under this scenario and considering that this estimator does not take into account the nonresponse process, the values of the relative biases cannot be considered as negligible. This can be appreciated in Table 6.8.

Table 6.8
Relative biases in percentage and relative root mean square errors in percentage (shown in brackets) of the naive estimator for the population gross flows.

<table>
<thead>
<tr>
<th>Time $t-1$</th>
<th>E1</th>
<th>Time $t$</th>
<th>E2</th>
<th>E3</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>-1.21 (4.4)</td>
<td>10.2 (60.7)</td>
<td>8.34 (25.2)</td>
<td></td>
</tr>
<tr>
<td>E2</td>
<td>-0.25 (38.8)</td>
<td>-7.51 (30.9)</td>
<td>1.33 (12.6)</td>
<td></td>
</tr>
<tr>
<td>E3</td>
<td>13.7 (43.3)</td>
<td>-8.54 (46.1)</td>
<td>0.92 (6.9)</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.9 shows the empirical expected values for the naive estimator; compared to the expected values for the model given in Table 6.1 these are not even close.

Table 6.9
Empirical expected values for the naive estimator for the population gross flows.

<table>
<thead>
<tr>
<th>Time $t-1$</th>
<th>E1</th>
<th>Time $t$</th>
<th>E2</th>
<th>E3</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>54,628</td>
<td>760</td>
<td>4,507</td>
<td></td>
</tr>
<tr>
<td>E2</td>
<td>1,506</td>
<td>2,079</td>
<td>1,175</td>
<td></td>
</tr>
<tr>
<td>E3</td>
<td>1,603</td>
<td>905</td>
<td>32,832</td>
<td></td>
</tr>
</tbody>
</table>

6.2.3 Unequal inclusion probabilities: design-based estimator

In a third scenario, we considered a sampling design that induces unequal inclusion probabilities and expansion factors. Under this scenario, the proposed estimators are still unbiased both for the gross flows and for the parameters of the model. The relative biases are shown on Tables 6.10, 6.11 and 6.12.

Table 6.10
Relative biases in percentage and relative root mean square errors in percentage (shown in brackets) of the proposed estimator for the population gross flows.

<table>
<thead>
<tr>
<th>Time $t-1$</th>
<th>E1</th>
<th>Time $t$</th>
<th>E2</th>
<th>E3</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>-0.09 (0.8)</td>
<td>0.25 (3.6)</td>
<td>3.17 (7.9)</td>
<td></td>
</tr>
<tr>
<td>E2</td>
<td>0.72 (40.9)</td>
<td>-1.21 (27.2)</td>
<td>-4.62 (71.08)</td>
<td></td>
</tr>
<tr>
<td>E3</td>
<td>1.76 (20.4)</td>
<td>-3.19 (22.6)</td>
<td>-0.73 (7.2)</td>
<td></td>
</tr>
</tbody>
</table>
Table 6.11
Relative biases in percentage and relative root mean square errors in percentage (shown in brackets) of the transition probabilities $p_{ij}$.

<table>
<thead>
<tr>
<th></th>
<th>Time $t-1$</th>
<th>E1</th>
<th></th>
<th>Time $t$</th>
<th>E2</th>
<th></th>
<th>E3</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td></td>
<td>-0.05 (0.7)</td>
<td>0.115 (3.6)</td>
<td>0.47 (7.1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E2</td>
<td></td>
<td>2.39 (36.0)</td>
<td>-0.13 (18.6)</td>
<td>-6.40 (69.1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E3</td>
<td></td>
<td>1.15 (24.9)</td>
<td>-5.14 (21.7)</td>
<td>0.49 (3.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.12
Relative biases in percentage and relative root mean square errors in percentage (shown in brackets) of the initial classification probabilities $\eta_i$.

<table>
<thead>
<tr>
<th></th>
<th>Time $t-1$</th>
<th>$\eta_1$</th>
<th></th>
<th>$\eta_2$</th>
<th></th>
<th>$\eta_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta_1$</td>
<td></td>
<td>-0.02 (1.1)</td>
<td></td>
<td>-0.70 (19.8)</td>
<td></td>
<td>1.13 (6.9)</td>
</tr>
</tbody>
</table>

For the probability of response $\psi$, the bias in percentage was -0.46 and the relative root mean square error in percentage was 0.6; for the probability of response $\rho_{\text{RR}}$, the bias in percentage was -0.21 and the relative root mean square error in percentage was 0.6; for the probability of nonresponse $\rho_{\text{MM}}$, the bias in percentage was 0.99 and the relative root mean square error in percentage was 1.8. On the other hand, Table 6.13 shows the empirical expected values of the proposed estimator for the population gross flows and these are very close to the values given in Table 6.1.

Table 6.13
Empirical expected values of the design-based estimator for the population gross flows.

<table>
<thead>
<tr>
<th></th>
<th>Time $t-1$</th>
<th>E1</th>
<th></th>
<th>Time $t$</th>
<th>E2</th>
<th></th>
<th>E3</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td></td>
<td>71,910</td>
<td>13,505</td>
<td>4,518</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E2</td>
<td></td>
<td>1,523</td>
<td>2,972</td>
<td>470</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E3</td>
<td></td>
<td>511</td>
<td>479</td>
<td>4,062</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

6.2.4 Unequal inclusion probabilities: model-based estimator

A fourth scenario considers a sampling design inducing unequal inclusion probabilities and expansion factors in the same way as the last scenario. However, we consider estimators not taking into account the sampling design only the model $\xi$. Under this scenario, estimations are biased for both the gross flows and the model parameters as can be appreciated by the relative biases on Tables 6.14, 6.15 and 6.16.
Table 6.14
Relative biases in percentage and relative root mean square errors in percentage (shown in brackets) of the model-based estimator for the population gross flows.

<table>
<thead>
<tr>
<th>Time $t-1$</th>
<th>Time $t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>E2</td>
</tr>
<tr>
<td>E1</td>
<td>4.7 (6.1)</td>
</tr>
<tr>
<td>E2</td>
<td>-89.0 (126.6)</td>
</tr>
<tr>
<td>E3</td>
<td>4.1 (23.8)</td>
</tr>
</tbody>
</table>

Table 6.15
Relative biases in percentage and relative root mean square errors in percentage (shown in brackets) of the transition probabilities $p_{ij}$. 

<table>
<thead>
<tr>
<th>Time $t-1$</th>
<th>Time $t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>E2</td>
</tr>
<tr>
<td>E1</td>
<td>0.03 (0.9)</td>
</tr>
<tr>
<td>E2</td>
<td>2.77 (35.5)</td>
</tr>
<tr>
<td>E3</td>
<td>4.00 (20.8)</td>
</tr>
</tbody>
</table>

Table 6.16
Relative biases in percentage and relative root mean square errors in percentage (shown in brackets) of the initial probabilities of classification $\eta_i$. 

<table>
<thead>
<tr>
<th>Time $t-1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta_1$</td>
</tr>
<tr>
<td>4.74 (6.48)</td>
</tr>
</tbody>
</table>

In the same way, for the response probability $\psi$, the relative bias in percentage was -0.77 and the relative root mean square error was 1.7; for the response probability $\rho_{RR}$, the relative bias in percentage was -0.53 and the relative root mean square error was 0.5; for the nonresponse probability $\rho_{MM}$, the relative bias in percentage was 0.11 and the relative root mean square error was 1.8. On the other hand, Table 6.17 shows the empirical expected values for the model-based estimator for the population gross flows (not considering the sampling design) and these are quite far from the values in Table 6.1, especially for the second category.

Table 6.17
Empirical expected values for the model-based estimator for the population gross flows.

<table>
<thead>
<tr>
<th>Time $t-1$</th>
<th>Time $t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>E2</td>
</tr>
<tr>
<td>E1</td>
<td>75,438</td>
</tr>
<tr>
<td>E2</td>
<td>164</td>
</tr>
<tr>
<td>E3</td>
<td>540</td>
</tr>
</tbody>
</table>
6.2.5 Unequal inclusion probabilities: *naive estimator*

In a fifth scenario, we consider a sampling design with unequal inclusion probabilities and expansion factors. Considering the naive estimator, that does not take into account the sampling design nor the respondent model, Table 6.18 shows the relative bias for each cell in the matrix of gross flows. This estimator would be only recommendable if the nonresponse was ignorable and the sampling design would correspond to a simple random sampling design.

**Table 6.18**
Relative biases in percentage and relative root mean square errors in percentage (shown in brackets) for the naive estimator of the population gross flows.

<table>
<thead>
<tr>
<th></th>
<th>Time $t-1$</th>
<th></th>
<th>Time $t$</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>E1</td>
<td></td>
<td>E2</td>
<td></td>
<td>E3</td>
</tr>
<tr>
<td>E1</td>
<td>-28.1 (34.7)</td>
<td>-27.6 (60.0)</td>
<td>-24.5 (41.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E2</td>
<td>497.0 (629.2)</td>
<td>570.2 (610.3)</td>
<td>432.7 (686.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E3</td>
<td>-40.5 (44.2)</td>
<td>-37.0 (47.4)</td>
<td>-33.0 (33.8)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In order to have a more accurate comparison, it would be possible to calculate the expected values of the gross flows and compare them with the current scenario. Table 6.19 shows the empirical expected values for the naive estimator; compared to the expected values for the model given in Table 6.1 these are not very close and are especially poor for the classifications in the second category.

**Table 6.19**
Empirical expected values for the naive estimator of the population gross flows.

<table>
<thead>
<tr>
<th></th>
<th>Time $t-1$</th>
<th></th>
<th>Time $t$</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>E1</td>
<td></td>
<td>E2</td>
<td></td>
<td>E3</td>
</tr>
<tr>
<td>E1</td>
<td>51,755</td>
<td>9,849</td>
<td>3,297</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E2</td>
<td>9,194</td>
<td>19,838</td>
<td>2,823</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E3</td>
<td>279</td>
<td>295</td>
<td>2,665</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

7 Actual application: estimation of population gross flows for the PME survey

The *Pesquisa Mensal de Emprego* (PME - Brazilian Monthly Labour Survey) is a survey providing monthly indicators about the labour market in the main metropolitan areas in Brazil. Its main aim is to estimate the monthly workforce and to evaluate the fluctuations and tendencies of the metropolitan labour market. It is also possible to get indicators regarding the effects of the economic conditions in the labour market and to satisfy important needs for policy planning and socio-economic development. This survey has been conducted since 1980, with some major methodological changes in 1982, 1988, 1993 and 2001 (IBGE 2007).
This section illustrates the use of the proposed estimators and the final results for the PME are shown. We will consider the panel P6 from this survey from November, 2010 to February, 2011 and then from November, 2011 to February, 2012. This window of observation administered 21,374 interviews to different people. We have chosen the first two measurements of the panel (November and December, 2010) in order to implement the proposed estimation procedure for the corresponding gross flows. Following an algorithm using the library TeachingSampling (Gutiérrez 2009), we obtain the classification at panel P6, for the months of November and December, 2010 given in Table 7.1.

Table 7.1
Labour classification and response for the occupation level in the sample of panel P6 of the PME survey.

<table>
<thead>
<tr>
<th>November 2010</th>
<th>December 2010</th>
</tr>
</thead>
<tbody>
<tr>
<td>Employed</td>
<td>5,231</td>
</tr>
<tr>
<td>Unemployed</td>
<td>62</td>
</tr>
<tr>
<td>Inactive</td>
<td>227</td>
</tr>
<tr>
<td>Not in the labour force</td>
<td>10</td>
</tr>
<tr>
<td>Row complement</td>
<td>386</td>
</tr>
<tr>
<td>Unemployed</td>
<td>51</td>
</tr>
<tr>
<td>Inactive</td>
<td>235</td>
</tr>
<tr>
<td>Not in the labour force</td>
<td>93</td>
</tr>
<tr>
<td>Column complement</td>
<td>499</td>
</tr>
</tbody>
</table>

However, since panel P6 corresponds to a probabilistic complex sample of the metropolitan areas in Brazil, every individual in the panel represents themselves and other additional people in the population. Then, using the proposed estimation procedure in this paper and using the corresponding expansion factors from the survey, we notice that the estimated population values for panel P6 correspond to those obtained in Table 7.2.

Table 7.2
Estimated contingency table for the population showing level of occupation and nonresponse at the two considered measurements for the panel P6 in the PME survey.

<table>
<thead>
<tr>
<th>November 2010</th>
<th>December 2010</th>
</tr>
</thead>
<tbody>
<tr>
<td>Employed</td>
<td>2,162,635</td>
</tr>
<tr>
<td>Unemployed</td>
<td>20,602</td>
</tr>
<tr>
<td>Inactive</td>
<td>76,303</td>
</tr>
<tr>
<td>Not in the labour force</td>
<td>3,074</td>
</tr>
<tr>
<td>Row complement</td>
<td>160,768</td>
</tr>
<tr>
<td>Unemployed</td>
<td>16,233</td>
</tr>
<tr>
<td>Inactive</td>
<td>16,233</td>
</tr>
<tr>
<td>Not in the labour force</td>
<td>0</td>
</tr>
<tr>
<td>Column complement</td>
<td>11,504</td>
</tr>
<tr>
<td>Inactive</td>
<td>70,551</td>
</tr>
<tr>
<td>Not in the labour force</td>
<td>1,707,675</td>
</tr>
<tr>
<td>Column complement</td>
<td>122,412</td>
</tr>
<tr>
<td>Not in the labour force</td>
<td>6,018</td>
</tr>
<tr>
<td>Column complement</td>
<td>38,171</td>
</tr>
</tbody>
</table>

Using the estimation procedure proposed in this paper, we computed the estimated population gross flows given in Table 7.3. The corresponding estimators are unbiased under the complex design of the PME survey. According to this, the number of employed people in both periods of measurement is estimated as 3,913,274, whereas the number of inactive people for both periods is estimated as 3,035,463.
Table 7.3
Population estimated gross flows for both periods at the PME survey. Estimated coefficients of variation in percentage are shown in brackets.

<table>
<thead>
<tr>
<th>November 2010</th>
<th>December 2010</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Employed</td>
</tr>
<tr>
<td>Employed</td>
<td>3,913,274 (0.2)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>29,776 (3.5)</td>
</tr>
<tr>
<td>Inactive</td>
<td>127,193 (1.6)</td>
</tr>
<tr>
<td>Not in the labour force</td>
<td>1,727 (17.3)</td>
</tr>
</tbody>
</table>

The estimates in the last table above are the result of the proposed estimation procedure in this paper. Next, we show the estimated parameters on the first stage of the model, defined as the transition probabilities from one category to another in both observation periods.

Table 7.4
Estimation of the probabilities $p_{ij}$. Estimated coefficients of variation in percentage are shown in brackets.

<table>
<thead>
<tr>
<th>November 2010</th>
<th>December 2010</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Employed</td>
</tr>
<tr>
<td>Employed</td>
<td>0.9564 (0.1)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>0.1228 (3.4)</td>
</tr>
<tr>
<td>Inactive</td>
<td>0.0393 (1.5)</td>
</tr>
<tr>
<td>Not in the labour force</td>
<td>0.0016 (17.6)</td>
</tr>
</tbody>
</table>

The initial probabilities of classification on the first period of interest are shown in Table 7.5. It can be noticed that, for this particular survey, the highest classification probabilities can be found for the categories of employed and inactive.

Table 7.5
Estimation of the probabilities $\eta_i$. Estimated coefficients of variation in percentage are shown in brackets.

<table>
<thead>
<tr>
<th>November 2010</th>
<th>November 2010</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta_1$</td>
<td>0.4757 (0.2)</td>
</tr>
<tr>
<td>$\eta_2$</td>
<td>0.0281 (1.2)</td>
</tr>
<tr>
<td>$\eta_3$</td>
<td>0.3755 (0.3)</td>
</tr>
<tr>
<td>$\eta_4$</td>
<td>0.1205 (0.5)</td>
</tr>
</tbody>
</table>

Finally, the general response probability was estimated as $\hat{\psi}_{mpv} = 0.595$ (with an estimated coefficient of variation of 0.1%). That means that the rate of response is around 60%. Also, the transition probability that a nonrespondent in the first period is still a nonrespondent the next time was estimated as $\hat{\rho}_{MM,mpv} = 0.883$ (with an estimated coefficient of variation of 0.1%). The transition probability that a respondent in the first period stays on as a respondent the next time was estimated as $\hat{\rho}_{RR,mpv} = 0.934$ (with an estimated coefficient of variation of 0.1%). In general terms, it is possible to state that a status response of an individual in the first period is not changing significantly by the second.
8 Conclusions

This paper has considered a common problem in survey sampling applications. Using superpopulation Markov chain based models, a new methodology was proposed leading to approximately unbiased estimators of gross flows at different times for the particular case of data coming from complex surveys with unequal sampling weights. Possible applications of the methodology in this paper are broad in the case of, for example, national statistical offices considering complex surveys. Life quality or labour force surveys are usually concerned about the estimation of gross flows. However, the possible extensions of this methodology could be applied to the public policy sector for impact evaluations having a classification of the respondents before and after an intervention.

Also we present a solution to a general problem such as nonignorable nonresponse. Models where the nonresponse is not differentiated at different periods or by classification status were considered. However, in some practical applications, it is possible that this is not the case.

The approach of this paper considers that design weights for units between the two time periods are the same. Further work will try to consider different weights between waves by considering either a two-phase sampling scheme or a calibration approach in two-stages. Indeed, it would be of interest to compare the performance of the methodology given in this paper with the calibration methodology. One could consider the approach of Ash (2005) and Sikkel, Hox and de Leeuw (2008) to calibrate in two periods along with Särndal and Lundström (2005) for handling nonresponse.

Further work will try to extend this methodology for more complex Markov chain models in order to consider different sampling weights. A new definition of parameters in the model will be necessary. Also, this methodology could be extended to the case of gross flows in more than two periods of time where classification errors are taken into account.
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Appendix

A.1 Mathematical proofs of the results on the paper

In this section, the mathematical proofs for some of the most important results in this paper are included.

Proof of Result 4.1

Proof. Taking logarithm to the likelihood function, and defining it as $l$, it follows that
\[ l_U = \ln (L_U) \]
\[ = \sum_i \sum_j N_{ij} \ln \left( \psi \rho_{RR} \eta_i p_y \right) + \sum_i R_i \ln \left( \sum_j \left( 1 - \rho_{RR} \right) \eta_i p_y \right) \]
\[ + \sum_j C_j \ln \left( \sum_i \left( 1 - \psi \right) \left( 1 - \rho_{MM} \right) \eta_i p_y \right) + M \ln \left( \sum_i \sum_j \left( 1 - \psi \right) \rho_{MM} \eta_i p_y \right). \]

Note that \( N_{ij} = \sum_{k \in U} y_{1ik} y_{2jk} \), \( R_i = \sum_{k \in U} y_{1ik} (1 - z_{2k}) \), \( C_j = \sum_{k \in U} y_{2jk} (1 - z_{ik}) \) and \( M = \sum_{k \in U} (1 - z_{ik})(1 - z_{2k}) \). After factorizing the sum over the whole population, the result is finally obtained.

**Proof of Result 4.2**

**Proof.** Starting from the definition of pseudo-likelihood and taking into account the model assumptions, it follows that

\[ l_U = \sum_{k \in U} \left[ \sum_i \sum_j y_{1ik} y_{2jk} \left( \ln \left( \psi \right) + \ln \left( \rho_{RR} \right) + \ln \left( \eta_i \right) + \ln \left( p_y \right) \right) \right] \]
\[ + \sum_i y_{1ik} (1 - z_{2k}) \left[ \ln \left( \psi \right) + \ln \left( 1 - \rho_{RR} \right) + \ln \left( \eta_i \right) + \ln \left( \sum_j p_y \right) \right] \]
\[ + \sum_j y_{2jk} (1 - z_{ik}) \left[ \ln \left( 1 - \rho_{MM} \right) + \ln \left( 1 - \psi \right) + \ln \left( \sum_i \eta_i p_y \right) \right] \]
\[ + \left( 1 - z_{ik} \right) \left( 1 - z_{2k} \right) \left[ \ln \left( 1 - \psi \right) + \ln \left( \rho_{MM} \right) + \ln \left( \sum_i \sum_j \eta_i p_y \right) \right] \]
\[ = \sum_{k \in U} f_k \left( \psi, \rho_{RR}, \rho_{MM}, \eta, \eta_i y_1, y_2, z_1, z_2 \right). \]

The score for \( \psi \) can be defined as

\[ u_k (\psi) = \frac{\partial f_k \left( \psi, \rho_{RR}, \rho_{MM}, \eta, \eta_i y_1, y_2, z_1, z_2 \right)}{\partial \psi} \]
\[ = \frac{(1 - \psi) \left( \sum_j y_{1jk} y_{2jk} \left( 1 - z_{2k} \right) + \sum_j y_{1jk} (1 - z_{2k}) \right) - \psi \left( \sum_j y_{2jk} (1 - z_{ik}) + (1 - z_{ik})(1 - z_{2k}) \right)}{\psi \left( 1 - \psi \right)}. \]

Then, for this parameter, the pseudo-likelihood equations are given by

\[ \sum_{k \in S} v_k u_k (\psi) = 0. \]

Solving for \( \psi \), it is obtained that

\[ \hat{\psi}_{pnu} = \frac{\sum_i \sum_j \hat{N}_{ij} + \sum_i \hat{R}_i}{\sum_i \sum_j \hat{N}_{ij} + \sum_i \hat{R}_i + \sum_j \hat{C}_j + M}. \]

Following an analogous process for the remaining parameters, the result is obtained.
Proof of Result 4.3

Proof. First, it is necessary to warn that the estimation for these parameters is subject to the restrictions $\sum_i \eta_i = 1$ and $\sum_j p_{ij} = 1$. Then, the process must consider the use of Lagrange multipliers. The function to be maximized, including these restrictions, can be expressed as

$$l_u + \lambda_1 \left( \sum_i \eta_i - 1 \right) + \lambda_2 \left( \sum_j p_{ij} - 1 \right).$$

Then, the corresponding score for $\eta_i$ is defined by

$$u_k (\eta_i) = \frac{\partial f_k (\psi, \rho_{RR}, \rho_{MM}, \eta, p, \gamma, \psi, \gamma) \eta}{\partial \eta_i} + \frac{\partial \lambda_1 \left( \sum_i \eta_i - 1 \right)}{\partial \eta_i}$$

$$= \sum_k y_{1ik} y_{2ik} + y_{1ik} (1 - z_{ik}) + \sum_k y_{2ik} (1 - z_{ik}) \frac{p_{ij}}{\sum_j \eta_j p_{ij}} + \frac{1}{\sum_j \eta_j p_{ij}} (1 - z_{ik}) \left( \frac{1}{\sum_i \eta_i} \eta_i \right).$$

The last step takes into account the restrictions, since $\sum_i \sum_j \eta_i p_{ij} = \sum_i \eta_i j \sum_j p_{ij} = \sum_i \eta_i = 1$. Then, for this parameter, the pseudo-likelihood equations are given by

$$\sum_{k \in S} w_k u_k (\eta_i) = 0.$$

Then, after some algebra, it follows that

$$\eta_i = \frac{\sum_k y_{1ik} y_{2ik} + \sum_k y_{1ik} (1 - z_{ik}) + \sum_k y_{2ik} (1 - z_{ik}) \left( \frac{\eta_i}{\sum_j \eta_j p_{ij}} \right)}{-\sum_k y_{1ik} (1 - z_{ik}) (1 - z_{2ik}) - \lambda_1 \sum_k w_k}.$$

Besides, using the restriction $\sum_i \eta_i = 1$ and adding up over $i$, it follows that

$$\sum_i \sum_j \hat{N}_j + \sum_i \hat{R}_i + \sum_j \hat{C}_j = \left( -\sum_k y_{1ik} (1 - z_{ik}) (1 - z_{2ik}) - \lambda_1 \sum_k w_k \right).$$

Then, we finally obtain that

$$\eta_i = \frac{\sum_j \hat{N}_j + \sum_j \hat{R}_i + \sum_j \hat{C}_j}{\sum_i \sum_j \hat{N}_j + \sum_i \hat{R}_i + \sum_j \hat{C}_j}.$$

On the other hand, in order to find the maximum pseudo-likelihood estimator of $\{p_{ij}\}$, the score for $p_{ij}$ is defined as

$$u_k (p_{ij}) = \frac{\partial f_k (\psi, \rho_{RR}, \rho_{MM}, \eta, p, \gamma, \psi, \gamma) p_{ij}}{\partial p_{ij}} + \frac{\partial \lambda_2 \left( \sum_i p_{ij} - 1 \right)}{\partial p_{ij}}$$

$$= \frac{y_{1ik} y_{2ik}}{p_{ij}} + y_{1ik} (1 - z_{ik}) + y_{2ik} (1 - z_{ik}) \eta_i + \lambda_2.$$

Hence,
\[ p_y = \frac{\sum_i w_i y_{i1} y_{2,y} + \sum_i w_i y_{2,y} (1 - z_{ik}) p_y \eta_i / \sum_i \eta_i p_y}{\sum_i w_i y_{i1} (1 - z_{ik}) - \sum_i w_i (1 - z_{ik}) (1 - z_{2k}) \eta_i - \sum_i w_i \lambda_2}. \]

Using the restriction \( \sum_j p_{yj} = 1 \) and adding up over \( j \) on both sides, it follows that

\[
\sum_j \hat{N}_{yj} + \sum_j \hat{C}_j \left( \frac{p_y \eta_i / \sum_j \eta_i p_y}{\sum_j \hat{N}_{yj}} \right) = \left( -\sum_i w_i y_{i1} (1 - z_{2k}) - \sum_i w_i (1 - z_{ik}) (1 - z_{2k}) \eta_i - \sum_i w_i \lambda_2 \right).
\]

Then, it follows that

\[
p_y = \frac{\hat{N}_{yj} + \left( \hat{C}_j \eta_i p_y / \sum_j \eta_i p_y \right)}{\sum_j \hat{N}_{yj} + \sum_j \left( \hat{C}_j \eta_i p_y / \sum_j \eta_i p_y \right)}.
\]

Now, note that it is impossible to solve the last expression for the \( \{p_y\} \) in such a way that the solution is a closed expression. The same happens with the expression for the \( \{\eta_i\} \). However, it is possible to use an iterative approach, which has proven to have a fast convergence in maximum likelihood estimation problems for contingency tables. This approach assumes that the maximum pseudo-likelihood estimator can be found after jointly iterating the following expressions at step \( (v+1) \), for \( v \geq 1 \),

\[
\hat{\eta}_{i,yj}^{(v+1)} = \frac{\sum_j \hat{N}_{yj} + \hat{R}_i + \sum_j \left( \hat{C}_j \hat{\eta}_i^{(v)} \hat{p}_y^{(v)} / \sum_i \hat{\eta}_i^{(v)} \hat{p}_y^{(v)} \right)}{\sum_i \sum_j \hat{N}_{yj} + \sum_j \hat{R}_i + \sum_j \hat{C}_j},
\]

\[
\hat{\eta}_{yj}^{(v+1)} = \frac{\hat{N}_{yj} + \left( \hat{C}_j \hat{\eta}_i^{(v)} \hat{p}_y^{(v)} / \sum_i \hat{\eta}_i^{(v)} \hat{p}_y^{(v)} \right)}{\sum_j \hat{N}_{yj} + \sum_j \left( \hat{C}_j \hat{\eta}_i^{(v)} \hat{p}_y^{(v)} / \sum_i \hat{\eta}_i^{(v)} \hat{p}_y^{(v)} \right)}.
\]

This particular iterative procedure was used initially for the formulation of nested likelihood models by Hocking and Oxspring (1971). However, it also appears implemented by Blumenthal (1968), Reinfrut (1970), Chen and Fienberg (1974), Fienberg and Stasny (1983), Stasny (1987), Stasny (1988), and others.

**Proof of Result 5.5**

**Proof.** The non-linear estimator \( \hat{\psi}_{mpv} \), can be expressed as a function of the estimated totals \( \hat{N}_{yj}, \hat{R}_i, \hat{C}_j \) and \( \hat{M} \) (with \( i, j = 1, \ldots, G \)). Then,

\[
\hat{\psi}_{mpv} = f \left( \hat{N}_{yj}, \hat{R}_i, \hat{C}_j, \hat{M} \right).
\]

Finally, the first order Taylor approximation at the point \( \left( \hat{N}_{yj} = N_{yj}, \hat{R}_i = R_i, \hat{C}_j = C_j, \hat{M} = M \right) \) is given by
\[ \hat{\psi}_{mpv} = \psi_U + a_1 \sum_i \sum_j (\hat{N}_y - N_y) + a_1 \sum_i (\hat{R}_i - R_i) + a_2 \sum_j (\hat{C}_j - C_j) + a_2 (\hat{M} - M) \]

with

\[
a_i = \frac{\partial f(\hat{N}_y, \hat{R}_i, \hat{C}_j, \hat{M})}{\partial \hat{R}_i} \Bigg|_{\hat{N}_y - N_y, \hat{R}_i - R_i, \hat{C}_j - C_j, \hat{M} - M} = \frac{\sum_j C_j + M}{\left( \sum_i \sum_j N_y + \sum_i R_i + \sum_j C_j + M \right)^2} \]

and

\[
a_2 = \frac{\partial f(\hat{N}_y, \hat{R}_i, \hat{C}_j, \hat{M})}{\partial \hat{C}_j} \Bigg|_{\hat{N}_y - N_y, \hat{R}_i - R_i, \hat{C}_j - C_j, \hat{M} - M} = \frac{\sum_i \sum_j N_y + \sum_j R_j}{\left( \sum_i \sum_j N_y + \sum_i R_i + \sum_j C_j + M \right)^2} \]

Proof of Result 5.8

Proof. Calculating the expected value under the sampling design, it follows that

\[
AE_p(\hat{\psi}_{mpv}) \equiv E_p(\hat{\psi}_0) = \psi_U + a_1 \sum_i \sum_j (E_p(\hat{N}_y) - N_y) + a_1 \sum_i (E_p(\hat{R}_i) - R_i) + a_2 \sum_j (E_p(\hat{C}_j) - C_j) + a_2 (E_p(\hat{M}) - M) = \psi_U.
\]

Following a similar process for the remaining estimators, the result is obtained. This proof is a result of the application of the pseudo-likelihood method that induces unbiased estimations for the population parameters in the model as it is proved on Corollary 1 at Binder (1983, p. 291).

Proof of Result 5.10

Proof. Considering \( \hat{\psi}_{mpv} \), replacing the expressions for \( \hat{N}_y, \hat{R}_i, \hat{C}_j, \hat{M} \) and after some algebraic simplifications, the approximate variance can be expressed as

\[
AV(\hat{\psi}_{mpv}) = Var(\psi_U + a_1 \sum_i \sum_j \hat{N}_y + a_1 \sum_i \hat{R}_i + a_2 \sum_j \hat{C}_j + a_2 \hat{M}) = Var\left( \sum_{k=1}^{\pi_k} E_{ik} \right).
\]

Initially, we have that

\[
E_{ik} = a_i \sum_j y_{1k} y_{2jk} + a_i \sum_j y_{1k} (1 - z_{2k}) + a_2 \sum_j y_{2jk} (1 - z_{ik}) + a_2 (1 - z_{ik}) (1 - z_{2k}).
\]

Then, using that \( \sum_j y_{1k} y_{2jk} = \sum_j y_{1k} = \sum_j y_{2jk} = 1 \) and after some algebra, it follows that
\[ E^*_k = a_1 (2 - z_{2k}) + a_2 (1 - z_{1k}) (2 - z_{2k}). \]

After an analogous process for \( \hat{\rho}_{RR,mpv} \) and \( \hat{\rho}_{MM,mpv} \), the variance expressions at the heading of this result are obtained.

**Proof of Result 5.12**

*Proof.* The proof is obtained following expression (3.3) at Binder (1983), and taking into account that

\[ J_{\eta_i} = \frac{\partial}{\partial \eta_i} \sum u_k (\eta_i) \]
\[ J_{p_{ij}} = \frac{\partial}{\partial p_{ij}} \sum u_k (\eta_i) \]

Also,

\[ \frac{\partial u_k (\eta_i)}{\partial \eta_i} = - \frac{2y_{1ik} - y_{1ik}^2 z_{2k}}{\eta_i^2} - (1 - z_{1k}) \sum_j y_{2jk} p_{ij}^2 \frac{\eta_i^2}{(\sum_j \eta_i p_{ij})^2} \]
\[ \frac{\partial u_k (p_{ij})}{\partial p_{ij}} = - \frac{y_{1ik} y_{2jk}}{p_{ij}^2} \frac{\eta_i^2}{(\sum_j \eta_i p_{ij})^2} y_{2jk} (1 - z_{1k}) \]

**Proof of Result 5.16**

*Proof.*

\[ AV_p (\hat{\mu}_{j,mpv}) = a_1^2 Var_p (\hat{N}_j) + a_2^2 AV_p (\hat{\eta}_{i,mpv}) + a_3^2 AV_p (\hat{\rho}_j) \]
\[ + 2a_1 a_2 Cov (\hat{N}_j, \hat{\eta}_{i,mpv}) + 2a_3 a_4 Cov (\hat{N}_j, \hat{\rho}_j) 2a_2 a_3 Cov (\hat{\eta}_{i,mpv}, \hat{\rho}_j) \]
\[ \cong a_1^2 Var_p (\hat{N}_j) + a_2^2 AV_p (\hat{\eta}_{i,mpv}) + a_3^2 AV_p (\hat{\rho}_j). \]

This due to

\[ Cov (\hat{N}_j, \hat{\eta}_{i,mpv}) = E_p (\hat{N}_j \hat{\eta}_{i,mpv}) - E_p (\hat{N}_j) E_p (\hat{\eta}_{i,mpv}) \]
\[ \cong \hat{N}_{j,i,\eta} - \hat{N}_{j,i,\eta} \hat{\eta}_{j,i} = 0. \]

Then, it is possible to get:

\[ E_p (\hat{N}_j \hat{\eta}_{i,mpv}) \cong \hat{N}_{j,i,\eta} \hat{\eta}_{j,i} \]

using Taylor linearization for \( (\hat{N}_{j,i,\eta}, \hat{\eta}_{j,i}) \). The other covariances are obtained in a similar way.
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