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Note on Calibration in Sratified and Double Sampling

D.S. Tracy, Sarjinder Singh and Raghunath Arnab *

Abstract

In the present investigation, new calibration equations making use of second order moments of the auxiliary character are
introduced for estimating the population mean in stratified simple random sampling. Ways for estimating the variance of the
proposed estimator are suggested, as well. The resultant new estimator can be more efficient than the combined regression
edtimator is in stratified sampling. The idea has been extended to double sampling in a gtratified population and some

simulation results studied.

Key Words: Calibration; Stratified Sampling; Double Sampling.

1. Introduction

Cdlibration estimation (Deville and Sarndal 1992) has
been much studied and practitioners have adready offered
many useful approaches (e.g., Dupont 1995, Hidiroglou and
Sérndal 1998, Sitter and Wu 2002). Still more seems to
remain to be done, as the use of this powerful technique
expands further among practitioners.

This paper offers a modest extension of calibration
egtimation in the dratified and double sampling settings.
We begin in this introduction by describing a new cali-
bration egtimator for the conventionad stratified sample
setting. Section 2 derives the variance of the proposed new
estimator, followed by the derivation of a variance esti-
mator. Section 3 extends these results to the important
specia case of double sampling. To explore the performance
characteristics of the new estimator, some simulation results
are presented in section 4 which concludes this brief note.

1.1 Sandard Sratified Sampling Estimator

Suppose we have a population of N units that is firgt
subdivided into L homogeneous subgroups called drata,
such that the h™ stratum consists of N, units, where
h=12,...,L ad ¥;,N, =N. Suppose further that a
sample of size n,, is drawn by Smple Random Sampling
Without Replacement (SRSWOR) from the h™ population
stratum such that h,n, =n, the required sample size.
Finally, suppose the value of the i™ unit of the study
variable sdected from the h™ stratum is denoted by y,;,
where i=12,...,n, and W,=N,/N is the known
proportion of population unitsfalingin the h™ stratum.

In this standard set up (Cochran 1977), it can be
shown that an unbiased estimator of population mean Y
isgiven by

1.1)

where y, =n.">Mh y,. denotes the h™ sratum sample
mean. Under SRSWOR sampling, the variance of the
estimator y, isgiven by

f

V)= whz(l‘
h=1 h

12)

where S2, = (N, -D'ZY (Y, -Y,)? denotes the h"
stratum populatlon variance, Y, = N’1 >N, denotes the
h'™ stratum population mean and f.=n./N,.

1.2 Proposed New Calibration Estimator

Let X, i=12,...,N,;h=12, ..., L denote the value
of the i™unit of the auxiliary varigble in the h" stratum
about which information may be known at the unit level or
at the stratum level. Consider a new dternative (calibration)
estimator for dtratified sampling of the form

Yo (new) = Z Qy Yy (13
h=1

where the weights Q, are chosen such that the chi-square
distance function

(@ -Wy)*
> e

where Q,, denotes suitable weights to form different forms
of estimators such as combined ratio and combined
regresson type estimators, is minimized subject to the
following two calibration constraints

(1.9

L L .
> Q% => W, X, (1L5)
h=1 h=1

and
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L L
Z Q, Srfx = Z W, Shzxa (1.6)
h=1 h=1

where x;,i=12,...,n,;h=12,...,L denotes the value
of sampled i™ unit from the h™ stratum such that X, =
n'>™ x, denotes the h™ dratum sample mean esti-
mator of the known h" stratum population mean X, =
NS Xy, and sp = (n, —) 7' (x; —%,)* denotes
the h™ stratum sample variance estimator of the known h™
stratum  population  variance S =(N, =)'z
(X, = X,,)? of theauxiliary variable.

Now it can be shown that minimization of (1.4) subject
to (1.5) and (1.6) leads to new cdibrated weights given by

L B L

> Wi (X, = %) D W, Qi

_|h=1 h=1

WL QX | | L

_Z\Nh (Srfx _Sfx) Wh thr?x
h=1 h=1

h=1 h=1
WL Qs | L
- th(xh_xh)ZWth Xh sﬁx
h=1 h=1

{hil W, Q, xﬁhj_l W, Q. Snc— (hil W, Q, sfﬂ 17
On substituting (1.7) in (1.3), we get
Fanew) =3 W[5, (%, 4B (S5-sh] - (1)
where

B, =

L N L

L ZWh(xh_ih)ZWthS:x

— _ | h=1 h=1

hZ:lWh Qh % Vi L .,k ,

_zwh(wa_Snx) Wh Qh Yh Six
h=1 h=1

L L L 2
zwhqhxﬁzwhohs:x—(zwhqhsﬁx] }
h=1 h=1 h=1

and
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L

;-Wh Qh Srfx Yh
n L
B,= {Z

L
Wh (Sr?x - Srfx)z Wh Qh Xr?
h=1 h=1

o L
_th(xh_)_(h) Wth)_(hSrfx

L
h=1 h=1

L L L 2
{Z W, Qq Yﬁz W, Q, Sfx _(Z W, Q, Sfo }
h=1 h=1 h=1

Sincetheratio Q, /W, —1 in probability, as the sample
size in each stratum tends to infinity, the proposed estimator
of the population mean is consistent.

Note that we are calibrating the estimates of the sample
mean and the sample variance from each stratum, instead of
each value of x, to the corresponding population para-
meters. Further note that if the population variance for each
gratum is unknown, but the population means X ho
h=12,...,L ae known (or X is known ), then it is
advised to use only the single congtraint (1.5).

2. Varianceand Variance Esimation

While the new estimator y,(new) has been shown
above to have acceptable asymptotic properties, what about
the variance of the estimator and how does one go about
estimating the variance? These questions are addressed in
this section. We begin by looking (in subsection 2.1) at the
variance of y4(new) and then go on to show how that
variance can be estimated ( in subsection 2.2).

2.1 Variance of New Estimator
Thevariance of the estimator Y, (new) isgiven by

V(Y4 (new)) =

L - /0 S Y &
3w (1 _ fhj Sfy{l— 2 - (ArarPnos = Mro) 21)
h—1

h 7“h04 -1- 7‘2;103
where _?\'hrs = “hrsl_p‘zgo M?),Zz and MUhrs = (Nh _1)_1 iN:hl
(Y _Yh)r (Xpi = Xh)s'

The expression (2.1) shows that the proposed estimator is
adways at least as efficient as the combined regresson
estimator in stratified sampling defined as

92(©) = > WilF, + B (Ko — %)) 22)
h=1
with variance
V(Ta(@)=3 W(%j LUy @3
h=1 h

Thevariance V (Y4 (new)) can bewrittenas



V(s (new)) = zwz(l j e @9
h=1 N, N, -1
where
ehlz(Yhi_vh)_Bl(Xhi_Yh)_BZ{(Xhi_Yh)Z_Gﬁx} (2-5)

with o, = N;' SN (X, — X,,)%.

2.2 Estimation of the Variance

An egtimator for estimating the variance V (Y4 (new)) is
given by

Vi (Ve (new)) = 3 w:(l

h=1

j - Z 2.6)

N, )

where

st (27)

being the maximum likeli-

& = (Vi — Vo) — B0 — %) =Bl (% —%,)* —

Wlth S’)X - r]h Zl—l(xhl Xh)2
hood estimator of 7, .

We dso consider a cdibrated estimator of the variance
defined as

28)

h=1

~ L 1— Ny
s oen, =3 o | L Se

N, )Ny —9ia
The estimator proposed by Wu (1985) is a special case of
this estimator.

3. Double Sampling

In this section we extend our stratified sampling resultsto
the dratified double sampling case. In particular, suppose
the population of N units conssts of L strata such that the
h™ dratum congists of N, units and Yk, N, = N. From
the h" dratum of N, units, draw a preliminary large
sampleof m, units by SRSWOR sampling and measure the
auxiliary character x,, only. Select asub-sample of n, units
from the given preliminary large sample of m, units by
SRSWOR sampling and measure both the study variable
y, ad auxiliary varidble x,. Let X =m'>M %, and

2 =(m,—-D)" XM (x; —%)® denote the first phase
sample mean and variance. Also let Xhzng > xh,,shx—
(M =)7 XN (% %)  and  y,=n'Eh .S =
(", =D X™ (Y, — Vi)? denote the second phase sample
mean and variances for the auxiliary and study characters,
respectively. We are considering an estimator of the popu-
lation mean in stratified double sampling as

L
Vs (d) = hZ: Wh* Yh (NN
=1
where W, are the caibrated weights such that the chi-
square distance
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-W,)?
(32

rZi W, Q,
where Q, are predefined weights used to obtain to different

types of estimators, is minimized subject to the constraints

L L
Z W, X, = Z W, X, (33
h=1 h=1

and
Lo, & »

2 W s =2 Wi s, 34
h=1 h=1

where W, = N,, /N are known stratum weights. We then get
the calibrated weights, for stratified double sampling, as

W, Q, X,

L L
hZ; Wh(X;_Xh)E Wth S:x

L
A Che
h=1

L
Sﬁx)hZ:Wth Xh Sr?x
=1

L L 2
{[hZ—;Wth XﬁJ(hZ—;_Wth S:x] [ZW Qh Xh S’]X]
Wh Qh Sﬁx

L L
X wis2-s0> w0, %
h=1 h=1

L L
_hZ: Wh(le - )_{h)hz Wh Qh Xh Sr?x
=1 =1

{[;Wh Qh Xﬁj(; W, Q, Snxj [ZW QhXhSq - (39)

Substitution of (3.5) in (3.1) leads to a new estimator of the
population mean in dratified random sampling. Thus a
calibrated estimator of the population mean in sretified
double sampling is given by

Vs (d) = Z W, Vi +B:{z W, (%, _th)}
h=1 h=1

+Bz[z wh<sfx—s:;§>}
h=1

where B; and B, have their usual meanings. It is to be
noted that the estimator (3.6) makes the use of the estimated
first phase variance of the auxiliary character while esti-
mating the population mean. Thus the estimator (3.6) is
different than the usual separate regression type estimator
availablein the literature.

Since the ratio W, /W, —1 in probability, as the
second-phase sample size in each stratum tends to infinity,
the proposed edtimator is a consstent estimator of the

(36)
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population mean. The conditiona variance of the stratified
double sampling estimator, Y4 (d) =>r, W' ¥, is

V[yg<d>|w:]=zw:2(ni—Nijsfy @37
h=1 h

h

where S = (N, =)™ (Y, - ¥,)%
A conditionally unbiased estimator of V[y (d) |W,] is
A * L %2 1 1 2
Ve (d) Wy 1= W*| —-—— s, (38)
h-1 M Ny

where Srfy = (N, =D Sk (Y — Vo)

It may be noted that in the proposed strategy, there is no
need to go for higher order cdibration for estimating the
variance, because the calibrated weights v, aready make
use of the estimated firgt phase variance of the auxiliary
character. The minimum variance of the dtratified double
sampling estimator y4(d), to the first order of approxi-
mation, is given by

V(Ys(d)) =D Wy
h=1

s nals|

AraiArgs — 2
{l— 7\'2hll_( h1 M nos ~ Mhaz) }

}\'h04 -1- 7“2hos
The variance of the dratified double sampling estimator
Y4 (d) canaso bewritten as

39

V(Ta(d) =3 W2
h=1

(e i-dhite] o

where

€= (Y =Y0) =By (X =X, )= BoA (X, _Kh)z_oﬁx}- (311)

An estimator of variance V (Y4 (d)) isgiven by

V(ga(d) =3 W2
h=1

1 1), (1 1)1&,
—_— e — + —_ | — i
Hmn Nhjsny [nh rnhjnh;en:|

where &, = (Y, — ¥i) =B (X% — X,) —Bo{ (X, — Xh)z - S;f}
denotes the esimate of the resdud term and
S2=n"YM (%; —X,)° denotes the maximum likelihood
esimator of G7,.
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We suggest here a new estimator of the variance in
gratified double sampling as

V(Y4 (d) =Y W2
h=1

1 1), 1 1 &,
[m-a)s(i-alsde) oo

Clearly

lim V(y,(d)) =V (Y4 (new)) because lim W, — Q.
m,—Ny m—N,

Note that in two-phase sampling, an estimate of population
parameter of the auxiliary character based on firg-phase
sample information (large sample) will aways be better
than the corresponding estimate based on only second-phase
sample information. One can refer to Hidiroglou and
Sérndal (1998) to see that calibration to an estimate of such
an unknown quantity works well.

4. Early Smulation Resultsand Some
Conclusions

To begin our study of the operating performance of the
proposed estimator with respect to the usua combined
regression estimator in sratified sampling, we performed a
few smulation experiments. These are described below and
then some overall observations are made to conclude the

paper.
4.1 Simulation Results

The following procedure for doing the simulation
experiment was adopted. We assumed that the population
condsts of three drata and within each sratum the
population followed the distributions shown in Table 1.

In each stratum diifferent transformationson x;; and y;;
were made by examining all possible combinations of the
correlation coefficients p, =0.5,0.7 and 0.9 and sample
Szes n, =5,10, and 15. The quantities S,=4.5, S,,=6.2,
S, =84 and S, = 4.8 werefixed in each stratum.

We generated 50,000 populations each of size 75 units
and having 25 units in each stratum. From each stratum,
SRSWOR samples were dravn and an average of the
empirical mean squared error of the combined regression
estimator was computed as.

1 50,000

50,000 le

MSE(Y«(c)) =

l(hZWh(Vh +B (Yh—Xh)J —\7] (4.2)
=1 ]
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Tablel
Characteristics of the Population
Population Straium 1 Stratum 2 Stratum 3
* x * Soy « x *
=15+ PD Vi +, 0 Vo =100V (0B) Vi +ha g2 ¥a =200+ 10D Vi +pa g
y 2y y
yai =50+ Yai =150+ X5, Y3 =100+ xg
1 f(zy) = Fl 7 teH 0, =03; for zy =Xy ap=15 for zy=yy;h=123
Oh
2 F(yh) =y Le Y o =03 F (X)) = e e_%i; h=123
i rah hi i \/E
3 FK)) =X Te X o =03, f(y*-):ie_L;'h:LZ 3
i th hi » Yh *9 hi \/ﬁ ’ )
4 f(Z;n)ZEe 2 for =Xy, % =Yn: h=123
o 25%15+25x100+ 25x 200 program with m, =20,h=1 2,3, with the same four
where Y = =100.5. . . : L
75 populations as described earlier, the median improvement

Similarly the empiricd mean sguared error of the
proposed estimator is given by

50,000

1
MSE(y =—
5P = 55060 2

th_lwh(vh + B (X — %) + B, (S —sﬁx»} —V} . 42

J

The percent relative efficiency of the proposed estimator
with respect to combined regression estimator is given by

RE = MSE(¥4(©) 109

= 4.3
MSE(Ys ()

The results so obtained demonstrated a modest improve-
ment over al combinations studied for all four populations.
The range of improvements was about 4.46% to 13.08%
with the median being 5.19%.

Severa empirical studies were aso carried out similar in
structure to those presented above. In particular we were
ableto illustrate the extent to which our approach was more
efficient than that considered by Singh, Horn and Yu (1998)
in gratified sampling. Quite smilar results were observed
for the double sampling setting. Using the simulation

was observed as 3.17%, 7.20%, 5.28%, and 3.12%,
respectively.

4.2 Some Overall Observations

We are comfortable that our new calibration estimator
will perform well in many settings. Our simulation
results demonstrate this in severa special cases. As with
other calibration estimators, however, there has been an
appeal at various points to asymptotic results. Such
appeals raise concerns in small samples. For example in
section 3 we stated that the ratio W, / Wy,—1 in
probability. This allowed us to conclude that our new
double sampling estimator was asymptotically unbiased.
We recommend that such appeals be checked before our
estimator is used in an application, possibly by
employing simulation studies similar to those in this
paper but for situations like those that are to be sampled
in the practitioner’s particular setting.
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