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Ratio Estimation with Subsampling the Nonrespondents

PODURI S.R.S. RAO!

ABSTRACT

The procedure of subsampling the nonrespondents suggested by Hansen and Hurwitz (1946) is con-
sidered. Post-stratification prior to the subsampling is examined. For the mean of a characteristic of
interest, ratio estimators suitable for different practical situations are proposed and their merits are
examined. Suitable ratio estimators are also suggested for the situations in which the Hard-Core are
present.

KEY WORDS: Auxiliary information; Post-stratification; Biases; Mean square errors; Linear model;
Hard-Core.

1. INTRODUCTION

Consider a finite population of size N and a random sample of size n drawn without replace-
ment. In surveys on human populations, frequently »; units respond on the items under ex-
amination, but the remaining (n — ;) units do not provide any response. The initial survey
may be conducted through the mail or telephone calls, perhaps computer-aided.

In Sections 2, 3 and 4, we consider Hansen and Hurwitz’s (1946) procedure of subsam-
pling a portion of the (n — n;) nonrespondents. In this procedure the population is suppos-
ed to be consisting of the response stratum of size N; and the nonresponse stratum of size
N, = (N-Ny).

In Section 2, we discuss two procedures for post-stratifying the sampled units, prior to
the subsampling of the nonrespondents.

Two ratio estimators for the mean of an item are considered in Section 3. Biases and Mean
Square errors of these estimators are compared in Sections 3 and 4. In Section 4, two more
ratio estimators, which may be suitable for some practical situations, are proposed and their
relative merits are examined.

The Hard-Core problem is considered in Section 5. Six different estimators for this situa-
tion are proposed. Optimum conditions suitable for each one of the estimators are briefly
described.

2. HANSEN AND HURWITZ’S ESTIMATOR AND
POST-STRATIFICATION

Consider a characteristic of interest y;,, i = (1, 2, ..., N). Let Y = (V¥ y;)/N and
5% = ©N(y; — Y)%/(N — 1) denote the mean and variance of the population. Let ¥; =
(ZMy;)/N, and S = TM(y; - Y;)?/ (N, — 1) denote the mean and variance of the
response group. Similarly, let ¥, = (EM2y,) / Ny and 82 = Ti2(y; — Y;)2/ (N, — 1)
denote the mean and variance of the nonresponse group. The population
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mean can be written as ¥ = W, Y, + W,Y,, where W, = (N;/N) and W, = (N,/N).
The sample mean y, = (L{ly;)/n; is unbiased for ¥,, but has a bias equal to
W, (Y, — Y,) in estimating Y.

2.1 Subsampling the Nonrespondents

Hansen and Hurwitz (1946) suggest drawing a subsample of size m = n,/k, k = 1, from
the n, nonrespondents and assume that responses are available from all of them. The sam-
ple mean y,,, = (E{"y;)/m is unbiased for the mean 7, of the n, units. The estimator for
Y suggested by the above authors is

Yuu = wi 31 + W2 Jops 2.1

where w; = (n;/n) and w, = (ny/n).
For a given set of n; respondents and 7, nonrespondents, this estimator is unbiased for

7 = w¥ + wyp, = (Z1 y;) /n. Thus, it is unbiased for Y.
The variance of this estimator is

(1 =N (k= 1)
n

+ W, ———83, 2.2)
n

V(Yun) =

where f = (n/N); see Cochran (1977, p. 371).

Let s2 = LM (y; — $1)2/(ny — 1) and s%,, = Z7(y; — Pon)2/ (m — 1) denote the
variances of the n; responses and the m subsampled units. An unbiased estimator of the
variance is

v(Yug) =

(1-1) [(nl — st + (n — k)s%m]

n n—1

N (r =50 [’11 1 — Yum) t + ny (o — )_;HH)Z]

n n—1

(N — Dwy(k ~— 1)
N(n - 1) 2.3

This expression can also be obtained from the variance estimators for double sampling
and stratification derived by Cochran (1977, p. 333) and Rao (1973); see also Rao (1983).

Post-stratification and subsampling

The (n — n;) nonrespondents may be classified into (L — 1) strata of sizes (7, n3, ..., 1)
according to an auxiliary characteristic, or for convenience in sampling at the next phase.
Subsamples of size my, = (n,/ky), ky =1, provide the means ¥, = E{*% y,;/m, and
variances Shy, = E{™ (Vpi — Fpm)?/ (my — 1).

The unbiased estimator for Y now is

L
Y=Y Wilhm (2.4)
1

where w, = (n/n) and y,, = J,.
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The variance of the above estimator is

N 1 — L w,(k, — 1
V(v) = (—f_)S2+ E _h(;.)s% (2.6)
n n

2

where S,2 =IZNt(y,; — Y4)2/ (N, — 1). The estimator for the variance is

. (=N L (ny = ky)Shn LU — N Ly G — V)2

Y) =
(¥ n n (n —1) n » (n—1)
M - wy, (k, — 1) s2 2.7)
N(n — 1) Zz: h\%h hm> .

where k, = 1, §1,, = ¥y, and s%,, = s7 as defined earlier.

Other types of post-stratification may be considered. For instance, the z units, respondents
as well as the nonrespondents, may be post-stratified into L strata according to an auxiliary
variable. The A-th stratum will now have ny, respondents (Z5n,; = n,) with mean y,, and
ny, nonrespondents (T4 ny, = ny). A subsample of size my, = (ny,/ky,) from the ny, units
will provide the mean J,,,. An unbiased estimator for the mean ¥}, of the A-th stratum now is

5 Rp1Yn + BpaPnom

Y, = .8)
ny
where n, = (n, + n;), and the unbiased estimator for Y is
5 P L nm + nh Ih2
Y = 2y, L4 22 2.9)
Bun-f <

The variance of this estimator and its estimate can be found as in the above case.

The estimator in (2.4) is preferable if there is much difference among the means of the
response and nonresponse strata. The estimator in (2.9) should be preferred if the means
of the respondents and nonrespondents differ in each stratum, and if there is much difference
among the means of the strata.

Sarndal and Swensson (1985) consider unequal probabilities of selection at the first phase
and subsampling the nonrespondents after post-stratification.

3. RATIO ESTIMATORS

Let X, i = (1, 2,..., N), denote an auxiliary characteristic with population mean
= (Z¥ x;)/N. Let X1 and X, denote the means of the response and nonresponse
groups. Let x = (L] x;) /n denote the mean of all the » units. Let X, = (£{"x;) /n; and

%, = (Z? x;) /nydenote the means of the n; responding units and the 7, nonresponding
units. Further, let %,,, = (Z7'x;) /m denote the mean of the m = (n,/k) subsampled units.
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The population variances of x and y are denoted by S2 and S}%, and the population
covariance by S,,. The correlation coefficient is p,, = (S,,/S,S,). The sample variances
are denoted by s; and s;. As before, the subscripts 1 and 2 denote the response and
nonresponse groups.

3.1 The Convential Estimator for the Mean

The ratio estimator for Y is

|"<|

*
tl = *)_( = r*)? (3.1)

=

where j* is the same as Y.y in (2.1), X* = (w1 X + Wy, ), and r* = (J*/x*); see
Cochran (1977, p. 374). Now,

7= (J* — R¥*) X x*

- X
h — = -Rx) (1 = —5—) (3.2)

x-*

where R = (Y/X). The approximation in (3.2) is obtained by expressing (1/x*) in Taylor’s
series, and it is valid for large values of the sample sizes n and m. From (3.2) the bias of ¢ is

- 1-0
B, =E(t, - Y) = — (RS2 — 8,,) +

Wo(k — 1)
ZT (RS = Sg2). (3.3

The bias vanishes only if (a) the regression of y on x goes through the origin for both
the response and nonresponse strata and (b) the slopes of both the regressions are equal to
R. The first condition is needed for the ratio estimator to be the optimum estimator for Y.
For the second condition to be satisfied, R, = (¥,/X,) should not differ much from

Rl - (Y] /Xl )
From (3.2), a large sample approximation to the Mean Square Error (MSE) of ¢, is
- 1 — k-1
M, = E(t;, — ¥)? = a=-7 83+ W, ( ) 52, (3.4)
n
1—f) & (NW, — 1 k-1
= =)y VW, )Sf,,,+W2( )552 (3.4a)

T on Zl: (N = 1)

where S2 = ZN(y, — Rx;)2/ (N — 1) and 5%, = T} (yp — Rxp) 2/ (N — 1) for h =1, 2.
The expression in (3.4) is briefly indicated by Cochran (1977).

An estimator for this MSE 1is obtained by replacing S% in (3.4a) by
si =L (v = r*x) 2/ (ny = 1), S by sip = E7 (3 — r*x;)?/(m — 1) and W, by w,.
It is possible to suggest alternative estimators for the above MSE.

3.2 An Alternative Estimator for the Mean

In some situations, there may not be any nonresponse on the auxiliary characteristic. Family
size, years of education, years of employment, and the like, are the above type of auxiliary
variables.
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The subsample provides the means X,, and y,,. However, since ¥ = (X7 x;)/n is
available, for Y we may consider

I‘cl

Wiy + Wl

X

*X’ = X. 3.5

t2=

=i

Since the expectation of y* conditional on the first sample is equal to y, the bias in #,
is the same as the one in Yz = (7/%)X. We note that Yy is the ratio estimator for the case
of complete response. This result can also be derived from the expression

- j — RX _ y* —
tz—Y=y_ X+y_y

X X

X. (3.6)

Since the conditional mean of y* is equal to y, the bias of £, is

a -5

n

B, =E(t, - V) = (RSZ — Sy). 3.7

If the regression of y on x for the entire population goes through the origin, the bias of
t, in (3.7) vanishes. If the regression for the second stratum also goes through the origin,
the bias of #, in (3.3) would be small only when R, = (¥,/X,) is close to R.

From (3.6), the MSE of ¢, is

(1r-.0

_ Wy(k — 1
M, = E(t, — ¥)? = 52 + Walk = 1) s (3.8)
n
1 — )L (NW, — 1)S3 k-1
_ 5 IEA Nh 1 )San + Wz( )sz- (3.82)
n _

Note that $3 = Si + R*S2 — 2RS,,. An estimator of this MSE is obtained by
replacing §%;, S%, Sﬁz, and W) by 5%, sk, sz, and wy, respectively, where

n1

si= Y, = )/ (m = 1),
1

(%]
S
I

m
2= =)/ (m -1,
1

s =Y, O~ Bam)?/(m = 1).
1

In theses expressions, r** = (y*/x).

Comparing the approximate expressions in (3.4) and (3.8), we find that when
R, = (Y,/X;) does not differ much from R, = (Y,/X;), t, will have smaller MSE than
t; provided the correlation p, in the nonresponse stratum is not too high. Secondly, if R,
differs much from R,, t, may have smaller MSE than ¢, even when p, is high. The follow-
ing Section contains further comparisons between these two estimators.
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3.3 Further Comparisons
In this Section, we compare ¢, and ¢, through the linear model. For the two groups, we
consider the models

yi=a; +B8x;+e;,i= (1,2 .., Np) (3.92)

and

Y=o+ Bx+eyi= (1,2 ..,N), (3.9b)

with the following assumptions:
E(e;| x;) =0, E(e; ey = 0, V(eylx;) = vixh;

E(ey | x;) =0, E(ey ey = 0, Vieylx;) = vyxl.

We note that (i # i’ ) and in practice £ may lie between zero and 2. Further e;; and e,;
are assumed to be uncorrelated. Biases and MSE’s of ¢ and ¢, are obtained in the Appen-
dix with the assumption that the response group of size N; and the nonresponse group of
size N, are samples from the super-populations represented by the above models.

Comparisons of the biases

Let I denote the observations from the first initial sample. Since E[(1/x*) |I] = (1/X)

and E(1/x) = (1/X), from (A.2) and (A.3) we find that both #, and ¢, overestimate Y.
Further the bias B; of ¢, is larger than the bias B, of #,. From (A.6) and (A.7),

ayW,(k — 1)82
B — B, = —~ 2n)_(2 2 (3.10)

This difference in the biases increases with the size of the nonresponse stratum and decreases
with an increase in the size of the subsample.

Comparison of the MSE’s
From (A.9) and (A.20), the difference in the MSE’s of ¢, and ¢, is

M, — M, = (A — A)) — G + (D — D). (3.11)

From (A.10), (A.21), and (A.22),

W,k — 1
2(—_2) S%,. (3.12)
nx

(A4) — Ay) — G = [3V(a) + afy — B2X7]

We note that

a%V(Wl) + a%V(Wz) + 20{1a2COV(W1, W2)

N —
- ﬁ (@) — o)W, W,. (3.13)

Viay)
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The difference in (3.12) becomes large as «; and «, differ much from each other. A suf-
ficient condition for the right side of (3.12) to be nonnegative is that oy > B8.X. Further
analysis of this result shows that the above difference becomes large if C, = (S,/.X)
becomes larger than C, = (Sy/Y) as the correlation p,, = (S,,/S,S,) increases.

From (A.12) and (A.24),

Dy — D, = E{[2(5 — 8*) + 3(8*2 — 8?)]e*?}
+ 2E[6* — 5 — 6*2 + §%) Ee*]. (3.14)

We note that (6* — §) = (x* — %) /X = wy (X, — %) /X. Further, E(6* — 8) = 0.
When ¢ = 0, from (3.14) and the results in (A.14) and (A.17), to 0(n~2),

D, — D, = 3E[(6*? — 8%)e*?] — 2E[(6*% — 8%)E &*|
3W,(k — 1)S%, . o Wy (k — 1)Sh, - W
= 5= v + 1% - T - = y + Vv
pry (Wiv 2V2) N (W1 2v2)
Wy(k — 1)
= {200 =N + W, + Wvy) + 3k — )W) ———— S
n°X
(3.15)
This expression clearly is nonnegative.
When ¢ = 1, from (3.14), (A.15) and (A.16), to O(n 1)
(W v X + Wakvy X, )
DI—D2=2E[(5—6*) 1V1% 2 22m]
n
+oE [(6* _5) (wvix) + W2V2f2m)j|.
N
(3.16)
Noting that E[(8* — &) %/I] = 0, from (3.16),
Dy — Dy = — (2/n) E[kw3%y (%o — %) vy + (2/N) E[WiZap (%o — %2)] v

— (2/m)KE[W3V (%3, D] vy + (2/N) E[W}V (%2, D) ] v,

_2(Nk —n) Wy(k — 1)S3, )

— . 3.17
Nn2X2 2 ( )

Thus, when £ = 1, D, > D,. However, the difference in (3.17) becomes negligible when
n is large.

The above results suggest that when £ = 0, ¢, has larger MSE than ¢, if « is larger than
BX. When ¢ = 1, ¢, will have larger MSE than f, if « is considerably larger than 8.X.
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4. SEPARATE RATIO ESTIMATORS

4.1 The First Estimator

If (X;,X,) are known, the separate ratio estimator for Y that can be suggested is

?S = erle + Wzrz)_(z, (4.1)

where r, = (,/%) and r, = (7,/%,). However, (X, X;) can be estimated by (X, X,)
and (J,,,/%,,) is an estimator of r,. With these estimates, an estimator for Yis

t3 = Wl.)—)l + WZ';ﬁn)zé. (4.2)

2m

This estimator can be used if %, is available but X is not; however, it does not make

use of %;.
From (4.2)

s — Y= —Y) + wa(%2/%0) Fan — IXom)- 4.3)

If m is large, from (4.3) the bias in #; is

(k — 1)

B, =E(t, - Y) =
3 (43 ) n,

(RyS% — Sy2). 4.4)

The MSE of #; is

(-5

_ W,k — 1
M3=E(t3—Y)2_e———S§+2—(k——)S2
n

nd2 4.5)
n

where Shp = I (3 — Rox;)?/ (N, — 1).

An estimator for this MSE is obtained by replacing the first term on the right of (4.5) by
V() = (1 = )s2/n, S by shay = EV (Vi — ramXi)?/ (m — 1), where ryp = (Pam/%am),
and W, by w,.

4.2 The Second Estimator

An estimator that utilizes X and x is

X 2 X
t4 = t3 (t) = (WIJ_/I -+ Wz)_)inX'2> (t) . (4.6)
X Xom X

It may be beneficial to consider this estimator since the conditional mean of #; for large m
is equal to y, and hence the conditional expectation of ¢, becomes equal to (¥ /%) X.
From (4.6),

ty - Y = <}—jX - 7) + w, (_)?_2> Gom — 12 fzm)({_()- 4.7
X Xom X

If n and m are large, the bias of ¢, is
(1 -5 (k—-1)
nX X

2

B,=E(t, — V) =

(RS2 - S,) + (RyS% — Sy2). 4.8)
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The MSE of ¢, is

Si+ W, Sha

My =E( - 7= L= k- 1)
4 4 n n

1 — ) ENW, — 1)S%,  W,(k -1
_ J) L(NW, ) San + 2 ( ) 3o .9)
n N -1 n
An estimator of M, is obtained by replacing S%,, S%,, Sk, and W, by s34y, 522, Sa2, and
w, respectively, where

n]
so= Y i = ) (g = 1),
1
2 “ * 12
s; =Y, i —rx)?/(m — 1),
1
m
Shar = Y, i = rapxi)?/(m = 1).
1

We note that r* = (§*/x*) as defined in Section (3.1).

Comparing (4.5) and (4.9), we find that ¢, will have smaller MSE than #; if the popula-
tion correlation between x and y is high.

Further investigation is needed to evaluate the merits of the above two separate estimators
relative to the estimators in the previous Section.

5. RATIO ESTIMATORS IN THE PRESENCE OF THE HARDCORE

It is becoming increasingly apparent that in spite of subsampling the nonrespondents and
a number of call-backs, a significant proportion of the sampled units, the hard-core, do not
respond to the items in the survey.

For this situation, we consider the population to be composed of three groups of
sizes (N}, N5, N3), N = £} N;, with means (¥;, Y5, ¥3) and variances (52, S2,, S2;).
The means and variances for the auxiliary characteristic are (X, X,, X3) and
(82, §%,, S§%;). The population means of these twoitemsare ¥ = (W, ¥, + W, Y, + W3Y3)
andX' = (WIXI + WzXz + W3X3 ), where E% W,' = 1. LCtRl = (Yl /Xl ), Rz = (YZ/XZ)
and R3 = (Y3/X3)

In the initial sample of size #, only n; units respond and provide the means (X, 7). The
number of units (n,, n3) in the last two groups are not known, but their sum
(ny + ny) = (n — ny) is known. The means (X,, ¥;) of the auxiliary characteristic may
be known, but (7,, 7;) for the item of interest are not observed.

We consider the situation where in the subsample of size m = (n — n;) /k, only m, units
respond and provide the means (X,,, 72, ). The remaining m; = (m — m,) units, the
“‘hard-core”’, do not respond. Note that m, is not defined.

In Rao and Jackson (1984), a number of estimators for ¥ for the above situation are ex-
amined, without utilizing the auxiliary information. In this Section, we suggest the follow-
ing six estimators that utilize the additional information. We briefly present the conditions
for which these estimators may be the optimum ones. For the sake of space, we have not
presented the derivations for these estimators.
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(1). The difference between R;, R, and R; is negligible. The m; units of the third
group, the hard-core, is a random subsample of the m, respondents at the
second phase. In this case,

- my + (n— 0y _
Yo = —— il 'S (5.1
nx + (n — n)xpn,

(11). Same conditions as in I, but poor correlation in the second and third groups.
For this case,

- my + (n — n)v
Vo = -2 — bl d (.2)

(D). X; = (NMX, + Ny X)) /(Ny + Ny) and V3 = (N Y + N Y) /(N + N,),
and (R;, R,, R;) do not differ much from each other. Under these conditions,

N ny, + kmyy,
Vg = ——— 2" % (5.3)
nl)?l + kmzxzm

Note that, since E(m,/m) = n,/(n —n;), an unbiased estimator of n, is
[(n - ny) /m)my = km.

(IV). Same conditions as in (III), but poor correlation in the second and third groups.
For this case,

N ny, + kmyyo, _
Ppg = — 22 (5.4)
(n,+km2))‘c

(V). The three ratios differ from one another. The n; units of the third group are a
random subsample from the n, units of the second group. In this case,

A n]_ (n_nl)yZm_ A_’
Yys = | -9+ —— — X% -] (5.5)
n n Xom X

(VD). The three ratios differ from one another. The #; units of the third group are a
random subsample from the (n; + n,) units of the first two groups. Under
these conditions,

- n kmy Yo X
Yie = <——J71 + :‘)?2> (t) (5.6)
ny + km, ny + kmy Xy, x

While we expect the above conditions to be satisfactory, further research is needed to
evaluate the performances of the above six estimators.
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APPENDIX: BIASES AND MSE’S UNDER
THE SUPER POPULATION MODEL

Let Ay = W1a1 + WzOlz, oy, = Wiy + Whan,

N ny m *
E = E e,-/]\/, é] = 2 e,‘/nl, éZm = 2 e,'/m and e = W]é] + WZéZm'
1 1 1

Now
Y=oy +B8X +E, (A.1)
. X &
tl—Y=jOlw—aw+jX—E, (A2)
X x
and . .
_ X s _ e _
t2—Y:jaw—aW+B(XT—I)X+er—E. (A.3)
x x
1. Biases

Let 8° = ()?* — X)/X and 6 = (x — X)/X. Taylor’s expansion about X gives
G=1 -5 +8"2. (A.4)

and =1—-6+68%... (A.5)

= ><""|><'

With these expansions, from (A.2) and (A.3), to O(n~!) the biases of ¢, and 1, are

*
Vi{x) d-Nae  Wk-1)_,
Bl = X__Z Xy = [ nXZ Sx + nX'2 sz (63774 (A6)
and
Vi(x) (-
Bz = ?aw= [ nXZ Sx (237788 (A7)
2. Mean Square Error of ¢,
From the expansion in (A.4),
X\ 2
<?) =1 -2 + 362 (A.8)
x

From (A.2), the MSE of 7, can be written as

M, = E(t; - Y)? = A, + Dy, (A.9)
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where

X
Ay = E(;Faw — ap)?

E[(1 - 26" +38™)ad] + oy — 2E[(1 = 8" + §"P)ax, ]

i

= V(ay) + [3E(ad) — 203 ] V(=) /X?]

V(ay) + [3V(a) + ol ] (VX)) /X]

and
e*
D, = E(- X - E)~
X

With the expansions in (A.4) and (A.8)
%

(=X — E)?

X _ X .
(5)2e°2 + B2 — 2(5)Ee
X X

><|.XJ (o]

(1 — 26" +36™)&™ + B2 —2(1 - §" + 6"))Ee"

Il

Now,
~*2 252 252 _
e = wiej + wsés, + 2W1 Wy €1€2y.
Thus, conditional on », and n,, when £ = 0,
2 kw3 k
wi w3 W1V + Wy Vy

®
_*)
E@n, ) = —vi+ —v, =
n ny n

Similarly, when ¢ = 1,

2 2
_® wi ! (kwy) "
E(e Z]nl, n2) = —n2v1 < E x,-> + V2< El Xi>

2
1 1 nz

1 - -
= ;(W]V]Xl + W2kV2X2m).

Further,
[ ny m N—(ny1+m)

Eei+ 2e,~+ Eei :I(wlél + WZEZm)

1 1 1

(65 — E): — (26" — 36™1)e™ + 2(8" — 8"%)Ee”.

(A.10)

(A.11)

(A.12)

(A.13)

(A.14)

(A.15)

(A.16)
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From (A.16), when t = 0,
E(Ee*) = ]%[(wlvl + wyvy).
Similarly, when ¢ = 1,
E(Ee") = ]%](w,vl)?l + Wy VaXy,).
3. Mean Square Error of 1,

From the expansion in (A.5)

X\:2
(t) =1 — 25 + 382
X

From (A.10), the MSE of ¢, can be written as

M, =E(t, ~ Y)! = A, + C, + D,.

With the expansions in (A.5) and (A.19)

X 2
Az = E<taw - Ciw)
X

- E[(l — 25 + 352)a3] + ol — 2E[(1 5+ 62)aw]aw

= V(ay,) + [3E(a%v) - 2a2w] [VWW_{Z]

Via,) + [3V(ozw) + a%,,] [V(x)/Xz],

e
C, =52E<X . x) x?
X

= BPE(x* = 0)2 = B2E[ ] (Tm — 1) 7]

k-1
( )S)ZCZ’

e* _ =\ 2
DzzE(tX—"E>
X

With the expansions in (A.5) and (A.19)

= B*W,

and

X

We note that

E[)—_(ww — ap) (x —~ x) ‘] = E[ (% = %) (& — ap) | = 0.
X X

_ N i i
<)—_(é* - E) = (&* — E)? — (26 — 38%)e*? + 2(86 — &%) Ee~.
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(A.17)

(A.18)

(A.19)

(A.20)

(A.21)

(A.22)

(A.23)

(A.24)

(A.25)
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