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Comparison of the Horvitz-Thompson
Strategy with the Hansen-Hurwitz Strategy
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ABSTRACT

The Hansen-Hurwitz (1943) strategy is known to be inferior to the Horvitz-Thompson (1952) strategy
associated with a number of IPPS (inclusion probability proportional to size) sampling procedures.
The present paper presents a simpler proof of these results and therefore has some pedagogic interest.
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1. INTRODUCTION

Let U be a finite population consisting of N identifiable units [U,, U, ..., Uy]. With
the i-th unit of the population U; are associated two numbers X; and Y;, where X is are
known and Y;s are fixed but unknown. Generally, X; represents a measure of size of U,
which is highly correlated with Y.

For estimating the population total 7, = Y; + Y, + ... + Yy, the Hansen and Hur-
witz (1943) strategy consists of selecting with replacement »n population units with probabili-
ty proportional to X;, and using the unbiased estimator

1 X
Iyp = — -
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where p, = X,/ T, Ty = X; + Xo + ... + Xy, and y, (r=1, 2,..., n) represents the
outcome at the r-th draw. It is easy to show, noting that L Z;=0,
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where Z; = Y; — pT,, i=1,2, ..., N.
When population units are selected without replacement, Horvitz and Thompson (1952)
proposed the unbiased estimator
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where m; (i=1, 2, ..., N) denotes the probability of including the i-th population unit U;
in the sample. Further, when 7, is proportional to X;, the sampling procedure is termed an
IPPS scheme. For such a sampling procedure,

N
Var(ty7) = E Zi . E 2.2, 54 @)
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where Z; is given in (1), and #; (i#j=1, 2, ..., N) represents the joint probability of in-

cluding the i-th and j-th population units in the sample. When an IPPS procedure is specified,
w; can be further simplified.
From (1) and (2),
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2. COMPARISON OF STRATEGIES
Midzuno (1952), Sen (1952) and Sankaranarayanan (1969) proposed IPPS sampling

schemes for estimating T, using the Horvitz-Thompson estimator #y7. The Midzuno-Sen
scheme is feasible if

Xi n—1 .
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Sankaranarayanan’s scheme requires the weaker condition

Yp>(n—1/(N-1) forallses.
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For both the schemes, the joint inclusion probabilities are given by
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Hence, from (3),
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The above expression is nonnegative if
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in which case the Horvitz-Thompson strategy is superior to the Hansen-Hurwitz strategy.
The above restriction on X} was first derived by Rao (1963) when »=2 and Midzuno-Sen
scheme is employed, but it is interesting to note from (5) that the restriction remains the
same even when » is greater than 2.

Chaudhuri (1975) and Mukhopadhyay (1975) independently derived the above for the
Midzuno-Sen scheme.

Brewer (1963), Rao (1965) and Durbin (1967) proposed different IPPS schemes, for the
case n=2, with the same inclusion probabilities,

0.1, 1 1 N ,
T = Dib; < + > where k = E Pi

These schemes are free from the restrictions on the p;’s of the previous schemes. From (3),

so that the Hansen-Hurwitz strategy is again inferior to the Horvitz-Thompson strategy.
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